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NORMALIZATION ALGORITHM FOR DISTRIBUTED DATA 
MINING UNDER PRIVACY CONSTRAINTS 

S. Urmela*, M. Nandhini 

Department of Computer Science, Pondicherry University, INDIA 
ABSTRACT  
 
Background: To propose an architecture for DDM using Nearest Neighbour Normalization under privacy constraints for Electronic Health 
Records (EHRs) and Agriculture Weather Forecast. Methods:  This paper proposed two algorithms are proposed: Nearest Neighbour 
Normalization with correlation (3NC) algorithm to normalize the raw data in local level (distributed datasite) and Double Blind Key-attribute 
based Encryption (DBKE) algorithm to deploy the protection of data in both local and global (central site) levels. Results: The proposed 3NC 
algorithm aims to maximize the accuracy and minimize the error rate by lossless and predicted normalization technique on understanding 
the data distribution in local levels. The proposed DBKE algorithm aims to maximize the confidential level and accuracy by efficient privacy 
technique. Further, proposed architecture aims to minimize the computational complexity and memory overhead by maintaining the history 
of records clusters and retrieving required clusters by proposed recall grading algorithm. Conclusions:  Experimental implementation on 
EHRs and Agriculture Weather Forecast depicts an improved performance compared to other state-of-arts heterogeneous-distributed 
retrieval approaches. 

 
INTRODUCTION  

 
Reduction in storage cost and due to enormous growth of technologies has led to emergence of distributed 
systems. Most of the commercial off-the-shelf components are designed to work on centralized location. 
This centralized approach doesn’t work well in recent distributed environments due to computation and 
storage constraints. Recent data mining involves database in which data is stored in one geographical 
location. Future data mining tasks works on data stored in different geographical location called Distributed 
Data Mining (DDM). The ultimate goal is to mine data which is distributed in homogeneous and 
heterogeneous sites [1].  
 
Data located at local level is first mined with suitable DM algorithm and all the computed data from local 
level is agglomerated to form global level prediction. There are two-variations in this case, computation 
done at local level and data stored at global level [Fig. 1(a)], data stored at local level and computation 
done at global level [Fig. 1(b)]. A special variation of DDM, in which both data and computation is done at 
local level [2][Fig. 1(c)]. In proposed work, data and computation is stored both in local and global levels 
[Fig. 1(d)]. 
                  
Alfredo Cuzzocrea (2013)[3] stated that framing a framework/methodology for DDM is challenging not only 
by distributed environment, but also for its minimized computational complexity and efficient storage of 
data in local and global levels. Centralized data mining algorithms/systems designed for centralized 
systems cant’ be applied for distributed environment. Fu Y et al. (2012)[4] discussed certain key 
characteristics in designing DDM algorithms: minimizing space and computation complexity, designing 
suitable algorithm for both homogeneous and heterogeneous datasets and maintaining local datasets 
independence. Further, all these issues are interrelated to each other. This has set way to many 
researchers to carry-out their work in this field. The main contributions of proposed work are summarized 
as follows: 
 

 Proposing an effective privacy-preserving distributed mining algorithm based on Double-Blind Key 
Attribute based Encryption algorithm with Nearest Neighbour Normalization-Correlation which 
successfully utilizes the distributed environment. 

 Proposing an effective heterogeneous distributed mining technique which maintains universal 
dataset across distributed datasites. 

 Design and evaluation of proposed mining technique on Electronic Health Records (EHRs) and 
Agriculture Weather Forecast dataset for resolving data disclosure and for predicting dynamic 
updations in distributed environment. 

 Measuring the metrics such as effectiveness, efficiency, privacy-technique evaluation and 
normalization technique evaluation metrics on proposed technique.  

 
The proposed architecture in this paper involves records retrieved by Nearest Neighbour Normalization-
Correlation (3NC) technique with Double-Blind Key Attribute based Encryption algorithm (DBKE). At local 
level, distributed data stored in multi-linked list is privacy preserved by DBKE algorithm. DBKE algorithm 
prevents key-attribute data disclosure to neigbouring local levels and global level by encrypting the data 
with double-blinded function (symmetric encryption function and hashing function). At global level, 
encrypted key-attribute in decrypted by reverse encryption (unhashing function and symmetric decryption 
function). This privacy algorithm is for preventing data disclosure during storage in local levels. The key-
attribute is used for classifying records. 3NC technique uses MAX and MIN value of key-attribute for 
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forming dendrogram. Say, for classifying a patient diagnosed with corresponding disease or not. Initially, 
the prime key-attribute is used for classifying on analyzing the MAX and MIN value. From the clusters 
formed, MAX value is normalized to highest value in corresponding cluster. Then by correlation, secondary 
key-attribute is used for further classifying patients diagnosed with particular disease or not. From the sub-
clusters formed, MAX value is normalized to highest value in corresponding sub-cluster. Each branch of 
dendrogram corresponds to a cluster (sub-cluster). The clusters formed are migrated to global level for 
final result prediction. 

 

 
          (a)                                                                             (b) 
 

 
                               (c)                (d) 

Fig. 1: Working architecture – DDM (a) data hosted at global level, computation at local level (b) data 
hosted at local level, computation at global level (c) both data hosting and computation in local level (d) 
data hosting and computation in both local and global levels. 
__________________________________________________________________________ 

 
At global level, old clusters migrated from local levels assigned grades by proposed recall grading 
algorithm. The number of clusters formulated for each disease in local levels (on-the-fly) and stored in 
global level (old records) must be equal. Clusters communicated to global level were assigned grades by 
recall grading algorithm. Finally, both cluster sets retrieved from local levels and records stored in global 
level (old records) sums up their grades and their average value is again assigned final grades. Proposed 
architecture is implemented on real-world openly available datasets taken from UCI data repository. 
 
The organization of paper is as follows: Section 2 discusses EHRs and Agriculture weather forecast dataset 
description. Section 3 depicts proposed architecture for effective retrieval of records in distributed 
environment. Section 4 presents performance analysis and result discussion of proposed architecture. 
Section 5 summarizes the paper.  
 
DATASET DESCRIPTION 
 
EHRs and Agriculture Weather Forecast are the datasets considered for evaluation of proposed 
architecture. Dataset description of both the datasets is discussed here. 
 
Case study 1: Electronic Health Records (EHRs) 
   
EHRs are becoming worldwide popular way of maintaining health records of a person. The difference 
between  EHR and Patient Health Record(PHR) is that PHR includes medical record for only a particular 
disease diagnosed for a person (for a short time period say, 3 years) whereas EHR includes medical record 
of a person right from their birth till death (for lifetime)[5]. EHR includes person therapeutic history, drug 
usage, allergies and test outcomes. It is supported by EHR management and decision support [6]. In DDM, 
EHRs are utilized and updated in either homogeneously/heterogeneously distributed data sites.  
  
Case study 2: Agriculture Weather-Forecast  
 
Agriculture database uses information collected from different geographical location in periodical manner. 
Details relating to crop plantation and weather monitored data collected from heterogeneous data sites 
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are maintained in a universal database. This profile includes plantation details, weather details relating to 
heterogeneous sites. This data is used for giving efficient and timely farming details to farmers. [7] 
 
Analysis of case studies 
 
Both the case studies considered are analyzed on different parameters as shown in [Table 1] 
stakeholders, expert systems used, local and global level DDM users, no. of local levels considered for 
evaluation of proposed algorithm, profiles of case study with commonality, common attributes and key 
attributes of applications used for formulating dendrogram. 
 

Table 1: Comparison of case study 1: EHRs and case study 2: Agriculture weather forecast 
 

 
Parameters 

 
Electronic Health Records 

(EHRs) 

 
Agriculture Weather Forecast 

 
 
Stakeholders 

Health care providers (doctors, 
nurses, etc) 

Weather forecaster, Agriculture specialist 
 

Patients Agriculturist 
Health experts Weather and Agriculture experts 

Expert systems EHR management and decision 
support 

Weather Forecast record management and 
decision support 

DDM-Local level 
users 

Health care personnel Agriculturist personnel 

DDM-Global level 
users 

Health care personnel/other 
government personnel related to 
Health 

Weather forecaster and agriculture specialist 
Personnel 

No. of local levels 7 7 
 
 
Profiles 

Demographic profile Demographic profile 

Anthropometric profile Soil profile 
Clinical results profile Weather profile 
Medication/allergies vaccination 
profile 

Plantation profile 
 

 
 
Common 
attributes 

Patient Name 
Age 
Address 
Gender 
Location 

Farmer Name  
Age  
Address 
Gender 
Location 

 
 
 
Key-attributes 

Hypertension: 
SBP 
DBP 
Age 
Diabetes: 
GlyHb (Glycalated Hemoglobin) 
Age 

Agriculture Weather Forecast: 
Relative_temperature 
Humidity 
Wind Speed 
Age  

 
 
 
 
Functionality 

Adding  new EHR record at local 
level 

Adding new farmer record at local level 

Updating existing EHR record at 
local level 

Updating existing farmer record at local level 

Deleting EHR record at local 
level 

Deleting farmer record at local level 

Filtering EHR record based on 
user query at global level 

Filtering farmer record based on user query 
at global level 

Dendrogram formulation with 
EHRs at local level based on 
user query 

Dendrogram formulation with farmer records 
at local level based on user query 

 
DESIGN OF PROPOSED ARCHITECTURE 
 
Proposed architecture working is classified at two-levels: local and global levels. At local level records 
undergo proposed two stages namely, 
 
 STAGE I:  Data Mining (Nearest Neighbour Normalization-Correlation algorithm)                  
STAGE II: Privacy-preserving of local and global data (Double-Blind Key-attribute based Encryption 
algorithm)  
 
At global level records undergo proposed two stages namely, 
 
STAGE I: Recall-grading algorithm  
STAGE II: Filtering final cluster set  
 
STAGE I: Data Mining (Nearest Neighbour Normalization-Correlation algorithm) 
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Filling missing values 
 

In proposed architecture, at local levels the data structure used for storage of data is multi-linked list. 
Consider EHRs dataset, the data storage at local level is depicted in fig. 2. At each local level, the missing 
values are filled from the relative data of corresponding entity. For any type application, there are two 
types of filling missing values. Filling demographic data and filling application-specific data[8]. 
Demographic data includes filling general information. Example: filling entity age from DOB, etc. 
Application-specific data includes filling application-oriented data8. For medical dataset, clinical results of 
patient are filled by relative computation of corresponding data. For example, say in hypertension dataset 
if the value of SBP (Systolic Blood Pressure)/DBP (Diastolic Blood Pressure) for a continuous range is 
148/78, 140/79, 152/73 then the next value is computed as relative mean (147/77)[9]. 

 
Fig. 2: Data Structure representation 
………………………………………………………………………………….. 

 
Say, for a patient at each local level, if SBP/DBP value is monitored daily, it leads to huge volume of data 
values. To overcome the problem of maintaining history of records, for every 20 data values of SBP and 
DBP database is consolidated. MAX and MIN value of SBP and DBP among the old 20 records along with 
time recorded of MAX and MIN values and the time data was consolidated is noted. In next sub-stage, key 
attributes (SBP and DBP) is normalized. Key-attributes are sensitive attributes used for classifying patients 
diagnosed with disease or not which needs to be privacy preserved. In this proposed architecture, SBP and 
DBP values are used for classifying a patient as hypertension or not. 
 
Dendrogram formulation by Nearest Neighbour Normalization-Correlation (3NC) 
 
From the clinical data, MAX and MIN values of key-attributes are calculated using which clusters are 
formulated for mining. For example if SBP value for a single entity reading is 
120,134,115,132,134,121,117,128 then MAX = 134 and MIN = 115. Similarly DBP value reading is 
80,79,83,82,82,84,82,80 then MAX = 84 and MIN = 79. ICD-9 code (International statistical code for 
Classification of Diseases)[10] is used as a standard reference for classifying patients diagnosed with 
disease. 
             
Consider the case of classifying patient diagnosed with hypertension disease. There are two-levels involved 
in formulating dendrogram. At first level, the dendrogram is formulated with SBP values as shown in fig. 3. 
According to ICD-9 code, the range of classifying SBP is <=120, 121-140,141-160,161-180,181-200 and 
>200 on analyzing the (MAX,MIN) pair. From the fig. 3 on first level classification clusters are formed say 
C1 to C24 with defined range. In C1, patients (P1-P10) fall under category with SBP <=120. From the 
(MAX,MIN) pair of 10 patients, all 10 MAX value is normalized to largest MAX value in corresponding 
cluster. Likewise for all 24 clusters, same normalization technique is followed.  
 
At second level, from the normalized clusters second level of classifying patients with DBP is done. 
According to ICD-9 code, the range of classifying DBP is <=80, 81-100,101-120, >120 on analyzing the 
(MAX,MIN) pair. The way of classifying records in two-way as discussed above is called correlation. 
Correlation among two variables means they are interdependent on each other. For diagnosing a patient 
with hypertension, both SBP and DBP values are monitored. Hence the algorithm proposed is called 3NC 
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algorithm. From the [Fig. 3] on second level classification sub-clusters with defined range of DBP is 
formed. In C11, patients (P2, P5 and P6) fall under category with DBP <=80. From the (MAX,MIN) pair of 
those three patients, all three MAX value is normalized to largest MAX value of DBP in corresponding 
cluster. Likewise for all sub-clusters, same normalization technique is followed. According to the example 
in [Fig. 3], 96 sub-clusters are formed by 3NC which in-depth classifies patients with hypertension disease.   
 

 
 

Fig. 3: Dendrogram formulation - Nearest Neighbour Normalization-Correlation 
……………………………………………………………………………………………………………. 

[Fig. 3] depicts correlation and normalization on EHRs for a single cluster C1 retrieved from dendrogram. 
Initially cluster set is retrieved on analyzing the (MAX,MIN) pair of SBP value. After forming cluster with SBP 
value, MAX value is normalized for all the clusters formed. Then DBP value is analyzed which forms sub-
cluster with (MAX,MIN) pair of DBP value. Consider for C1, four sub-clusters are formed. Sub-clusters 
formed for C1 are C11,C12,C13,C14. After sub-clusters formation with SBP and DBP, MAX value of DBP in 
each cluster is normalized with highest MAX value of corresponding cluster set. 

 
STAGE II: Privacy-preserving of local data (Double-Blind Key-attribute based Encryption 
algorithm)  
 
The calculated (MAX,MIN) pair is highly-sensitive data which needs to be protected and kept confidential at 
local level and during  migration of data from local level to global level for resultant query. The value of 
(MAX,MIN) pair of key attribute is used for mining. The proposed Double-Blind Key-attribute based 
Encryption (DBKE) algorithm at each local level employs an encryption function followed by hashing 
function. The key used for encryption function and hashing function of each local level is stored as a secret 
share between each heterogeneous distributed local and global level.  
  
Blind function is a service provided to client which computes function for encrypting the data without 
revealing the original data [11]. In proposed algorithm, Double-Blind technique is followed which computes 
two encryption functions at local level and two decryption functions at global level to protect sensitive key-
attribute data. 

 
Processing at local level 

 
The (MAX,MIN) pair computed data of key-attribute is twice privacy-preserved with an encryption function 
and a hashing function.  
 
Encryption function by symmetric encryption key  
 
At first level, the (MAX,MIN) value of key-attribute is encrypted using symmetric encryption key.  
The encryption function is computed as, 
Encrypted data, E1 = E (K,I) 
 
Encrypted data, E1 = E (K,(MAX,MIN)) 
where I - input data (MAX,MIN) and K - key     
 value for encryption. 
Hashing function by key-value 
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At second level, hashing function is applied to the encrypted data, which computes hashing function 
individually for MAX and MIN of key-attribute. 
Hash function, F(E1) = E1 MOD N 
where E1 – Encrypted data and N – key value for encryption. 

 
Processing at global level 
 
The Double-Blind encrypted (MAX,MIN) pair migrated from local level is decrypted in reverse. At first level, 
unhashing function (Reverse decryption) is applied on double-blind encrypted (MAX,MIN) data.  
 
Unhashing function by reverse decryption  
 
On knowing the N, key value used in hashing function, reverse decryption process is possible which 
computes the MAX and MIN value individually. The output of unhashing function is D1. 
 
Decryption function by symmetric decryption key 
 
At second level, decryption function is applied on the single-decrypted (MAX,MIN) data to obtain the original 
(MAX,MIN) pair. 
The decryption function, 
Input data, I = D (D1,K) 
 where, K – key value used for encryption at local level, D1 – single-level decryption output (Unhashing 
function). 

 

 
Fig. 4: Double-Blind Key-attribute based Encryption algorithm 
………………………………………………………………………………………………. 

 
STAGE I: Recall-Grading Algorithm  
 
At global level, record clusters retrieved by 3NC algorithm undergoes proposed recall-grading algorithm. 
Some clusters (old records) would be retrieved earlier by 3NC algorithm. With those clusters a matrix is 
formulated with clusters say, C11, C21, etc and user-query Q1, Q2, etc. A (tick mark) indicates including 
the corresponding clusters in user-query and X (cross mark) indicates excluding the corresponding clusters 
in user-query. Only those records which are updated in local level or new records corresponding to user 
query, undergoes 3NC algorithm and clusters are transferred from local level to global level. Based on 
proposed recall-grading algorithm, grades are assigned for each corresponding clusters (from same 
dendrogram branch) based on recall metric. 
 
Recall-grading algorithm for each cluster takes on by calculating recall metric of each records of individual 
clusters. The calculated recall metric of each cluster is obtained by taking an average of summing 
individual records recall metric. Grades are assigned to calculated recall metric. Higher recall value were 
assigned higher grades.  
Each record cluster transferred from local levels to global level is considered. Recall metrics of individual 
records of each cluster is calculated. Recall metric of cluster is summation of recall metric of individual 
records and taking an average. Finally, grades are assigned to individual cluster. Higher grades being 
assigned to higher recall metric clusters. Higher grades cluster corresponds to relevant records 
corresponding to user query Q. 
 
STAGE II: Filtering final cluster set   
 
Record cluster sets of old records and new records along with their grades are finally consolidated by 
taking an average of both grades. Architecture of proposed DBKE-3NC, distributed Nearest-Neighbour 
Normalization algorithm for DDM under privacy constraints is shown in [Fig. 5]. 
 
EXPERIMENTAL IMPLEMENTATION 
 
The experiment is carried out on a single 64-bit machine, windows 7 OS having 3GHz Intel dual core 
processor with 4GB main memory. The proposed algorithm is coded in C# and implemented in HDFS 
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(Hadoop Distributed File System) distributed environment. The proposed architecture is implemented with 
seven distributed local levels both for EHRs and Agriculture Weather Forecast dataset. Seven local levels 
are created with a server at global level. Comparative analyses have been carried out with performance 
evaluation metrics of proposed architecture with conventional approaches. The proposed architecture is 
implemented on openly-available real-world EHRs and Agriculture Weather Forecast obtained from UCI 
repository [12].  

 

 
 

Fig. 5:  Proposed Architecture - DBKE-3NC: distributed Nearest-Neighbour Normalization algorithm for 
Distributed Data Mining under privacy constraints. 
……………………………………………………………………………………………. 

 
 
Effectiveness metrics 
 
This measure is computed in terms of retrieving successful result meeting user query. Effectiveness 
measures include precision[13], recall[14], F-measure[15] and result accuracy[16]. 

 
Table 2: Effectiveness measures Vs Heterogeneous classifier approaches 

 
[Table 2] depicts precision, recall and F-measure comparison of proposed mining algorithm with the state-
of-art mining techniques. Collective Principal Component Analysis (P-90.45%, R-87.56% for EHRs and P-
87.59% R-85.71% for Agriculture Weather Forecast) exhibits more compared to former two techniques 
because dynamic updations of records from individual local levels are considered but lesser compared to 
proposed dendrogram cluster formulation technique (P-94.34% R-90.23% for EHRs and P-93.81% R-
90.1% for Agriculture Weather Forecast) because repetitive records are considered which needs to be 
eliminated leading to decreased retrieval rate. Collective Bayesian learning exhibits more values (P-
90.12% R-84.49% for EHRs and 83.9% R-80.54% for Agriculture Weather Forecast) compared to Collective 
decision tree exhibits (P-69.42% R-65.71% for EHRs and 65.82% R-63.37% for Agriculture Weather 
Forecast) because in bayesian learning technique on-the-fly or updated records are considered for mining 
whereas in distributed clustering updated records are considered. Distributed clustering exhibits higher 
values (P-92.18% R-90.02% for EHRs and P-91.9% R-86.81% for Agriculture Weather Forecast) compared 
to all the techniques because dynamic records are considered for mining leading to effective retrieval rate 
but less than proposed because of mismatch of key-attributes of each local level. 
 

Dataset Metrics 
(%) 

Collective 
Decision 
Tree 

Distributed 
Clustering 

Collective 
Bayesian 
Learning 

Collective 
Principal 
Component 
Analysis 

Proposed 
DendrogramCluster 
formulation 

 
EHRs 

Precision 0.6942 0.9218 0.9012 0.9045 0.9434 

Recall  0.6571 0.9202 0.8449 0.8756 0.9023 

F-measure  0.6751 0.9103 0.8721 0.8937 0.9224 

Agriculture 
Weather 
Forecast 

Precision  0.6582 0.9190 0.8390 0.8759 0.9381 

Recall  0.6337 0.8681 0.8054 0.8571 0.9010 

F-measure  0.6482 0.8976 0.8189 0.8668 0.9218 
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Fig. 6:  Accuracy Vs Heterogeneous classifier approaches. 
……………………………………………………………………………………………. 

  
[Fig. 6] depicts accuracy comparison of proposed mining algorithm with the state-of-art mining techniques. 
Proposed dendrogram cluster formulation technique exhibits more accuracy (93.56% for EHRs and 
95.89% for Agriculture Weather Forecast) compared to former four techniques because updated records 
from local levels is considered and redundant records are cross-checked. Distributed clustering (82.14% 
for EHRs and 86.47% for Agriculture Weather Forecast) exhibits more accuracy compared to collective 
Principal Component Analysis (69.41% for EHRs and 74.87% for Agriculture Weather Forecast), collective 
Bayesian learning (63.28% for EHRs and 60.72% for Agriculture Weather Forecast) and collective decision 
tree (73.4% for EHRs and 78.29% for Agriculture Weather Forecast) because of two-level of dendrogram 
formulation leading to sub-cluster formulation which increases the result accuracy 

 
Efficiency metrics 

 
This measure is computed in terms of retrieving effective result on varying environment. Efficiency 
measures include execution time [17] and memory cost [18]. 
 

 
 

Fig. 7: (a) Memory Size Vs Heterogeneous classifier approaches (b) Execution Time Vs Heterogeneous 
classifier approaches. 
……………………………………………………………………………………………. 

 
[Fig. 7] depicts memory size comparison of proposed mining algorithm with the state-of-art mining 
techniques. Proposed dendrogram cluster formulation technique exhibits less memory cost (48.54% for 
EHRs and 60.39% for Agriculture Weather Forecast) compared to former four techniques because old key-
attribute values are consolidated for every 20 values and by normalization technique data values are 
minimized leading to less memory cost. Distributed clustering exhibits less memory size (54.78% for EHRs 
and 69.25% for Agriculture Weather Forecast) compared to  collective Principal Component Analysis 
(76.48% for EHRs and 74.52% for Agriculture Weather Forecast) collective Bayesian learning (84.34% for 
EHRs and 82.83% for Agriculture Weather Forecast) collective decision tree (70.81% for EHRs and 73.48% 
for Agriculture Weather Forecast) because by clustering technique old records are stored in global level 
and only new records are migrated from local level to global level for   
 
[Fig. 7] depicts execution time comparison of proposed mining algorithm with the state-of-art mining 
techniques. Proposed dendrogram cluster formulation technique exhibits less execution time (60.43% for 
EHRs and 64.6% for Agriculture Weather Forecast) compared to former four techniques because by two-
level dendrogram and sub-cluster formation time taken to retrieve records corresponding to user query is 
reduced. Further, by word-mapping database at global level for identifying the key-attribute to be 
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considered at each local level for mining reduces the time taken for mining process. Distributed clustering 
(69.78% for EHRs and 69.81% for Agriculture Weather Forecast) exhibits less execution time compared to 
other three techniques, (collective Principal Component Analysis (83.89% for EHRs and 80.41% for 
Agriculture Weather Forecast) collective Bayesian learning (90.54% for EHRs and 85.39% for Agriculture 
Weather Forecast) collective decision tree (75.92% for EHRs and 73.81% for Agriculture Weather 
Forecast)) because clustering technique retrieves old key-attribute entries and new key-attribute entries 
are retrieved for every updations. 
 
Privacy technique evaluation metrics 
 
Performance of proposed privacy-preserving algorithm is analyzed on two measures: accuracy and 
confidence level [19].  

Table 3:  Privacy evaluation metrics Vs Privacy techniques 
 

 
 
 

 
[
T
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b
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3
]
  
[Table 3] depicts accuracy comparison of proposed DBKE algorithm with the state-of-art privacy preserving 
approaches. Proposed DBKE algorithm exhibits more accuracy (99.38% for EHRs and 99.04% for 
Agriculture Weather Forecast) compared to other randomization and anonymization approaches because 
of combining both randomization and anonymization approach. Randomization approaches, additive noise 
addition (98.23% for EHRs and for 97.59% Agriculture Weather Forecast) and multiplicative noise addition 
(99.32% for EHRs and 98.37% for Agriculture Weather Forecast) exhibits more accuracy value but 
privacy/confidence level is less because original data can be retrieved on analyzing the spectral values of 
randomized data. Anonymization approaches, L-Diversity (97.14% for EHRs and 96.32% for Agriculture 
Weather Forecast) and T-Closeness (96.73% for EHRs and 97.02% for Agriculture Weather Forecast) 
exhibits less accuracy compared to randomization approaches but confidence/privacy level is more than 
randomization approaches. In conventional approaches there is some data loss incurred while converting 
the original data to protected data. 
 
[Table 3] depicts confidence level comparison of proposed DBKE algorithm with the state-of-art privacy 
preserving approaches. Proposed algorithm exhibits more confidence level (99.40% for EHRs and 98.91% 
for Agriculture Weather Forecast) compared to randomization and anonymization approaches because the 
distribution of original data is considered in proposed DBKE algorithm. Randomization approaches, 
additive noise addition (94.37% for EHRs and 94.89% for Agriculture Weather Forecast) and multiplicative 
noise addition (96.21% for EHRs and 95.92% for Agriculture Weather Forecast) exhibits less confidence 
level compared to anonymization approaches and proposed DBKE algorithm. Similarly, anonymization 
approaches, L-Diversity (98.37% for EHRs and 97.58% for Agriculture Weather Forecast) and T-Closeness 
(99.42% for EHRs and 98.74% for Agriculture Weather Forecast) exhibits higher or equal confidence level 
compared to proposed DBKE algorithm but result accuracy is less. In conventional approaches data 
distribution at each local datasite and global level is not considered while converting the original data to 
protected data. 
 
Normalization technique evaluation metrics 
 
Performance of proposed normalization algorithm is analyzed on two measures: MSE and RMSE [20]. 
 

Table 4: Normalization evaluation metrics Vs Normalization techniques 
 

 

Dataset Metrics 
(%) 

Additive Noise 
Addition 

Multiplicative 
Noise Addition 

L-
Diversity 

T-
Closeness 

DBKE 
Algorithm 

 
EHRs 

 
Accuracy 

 
98.23 

 
99.32 

 
97.14 

 
96.73 

 
99.38 

 
Confidence 
Level 

 
94.37 

 
96.21 

 
98.37 

 
99.42 

 
99.40 

Agriculture 
Weather 
Forecast 

 
Accuracy 
 

 
97.59 

 
98.37 

 
96.32 

 
97.02 

 
99.04 

Confidence 
level 

 
94.89 

 
95.92 

 
97.58 

 
98.74 

 
98.91 

Dataset Metrics 
(%) 

Min-max 
normalized 

data 
 

z-score 
normalized 

data 

Decimal 
scaling 

normalized 
data 

3N without C 
normalized 

data 

3NC 
normalized 

data 

 
EHRs 

MSE 1.2313 1.3621 1.1182 0.9045 0.1972 

RMSE 1.1782 1.1892 1.2781 0.9510 0.3958 

Agriculture Weather 
Forecast 

MSE 1.4431 1.5467 1.1576 1.7345 0.2056 

RMSE 1.2012 1.2437 1.0760 1.3171 0.4534 
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Table 4 depicts MSE and RMSE comparison of proposed 3NC algorithm with the state-of-art normalization 
techniques. Min-max exhibits less MSE and RMSE (1.2313, 1.1782 for EHRs and 1.4431, 1.2012 for 
Agriculture Weather Forecast) compared to z-score (1.3621, 1.1892 for EHRs and 1.5467, 1.2437 for 
Agriculture Weather Forecast) because out-of-bound error is triggered in min-max normalization when the 
normalized range doesn’t fall within the specified range. In decimal scaling MSE and RMSE (1.1182, 
1.2781 for EHRs and 1.1576, 1.0760 for Agriculture Weather Forecast) error rate is less compared to 
former two normalization techniques because prior knowledge of max and min value of normalized 
attribute is known. 3N without C algorithm (0.9045, 0.9510 for EHRs and 1.7345, 1.3171 for Agriculture 
Weather Forecast) exhibits more error rate compared to proposed 3NC because data distribution is not 
considered leading to less accuracy rate. Proposed 3NC algorithm (0.1972, 0.3958 for EHRs and 0.2056, 
0.4534 for Agriculture Weather Forecast) exhibits better performance than former three state-of-art 
normalization techniques because data distribution at local levels is considered minimizing the error rate. 
Proposed 3NC algorithm considers all the data within specified range and outlier values for normalization. 
 
CONCLUSION  
 
In recent years, DDM evolved in large aiming for efficient and timeliness data retrieval. Many proposed 
works framed model for partial DDM, rather utilizing distributed data and computation. In this paper, a 
distributed Nearest-Neighbour Normalization algorithm for DDM under privacy constraints is proposed with 
dynamic distributed datasets, EHRs and Agriculture Weather Forecast. In this model, algorithms for 
normalization and privacy are proposed. By normalization-correlation technique, two-level dendrograms 
and sub-clusters are formed which leads to efficient classification of records under privacy constraints 
thereby achieving less memory cost and increased precision and recall values.   
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ABSTRACT 
 
Recommender Systems (RecSys) have been used in various areas since the dawn of the Internet. State-of-the-art RecSys approaches rely on 
Machine Learning (ML) and Deep Learning (DL) in order to create more accurate and personalized recommendations for users. These DL 
techniques have been gaining the momentum due to its performance in high quality recommendations. Here we are reviewing DL based 
RecSys models. The focus is on the DL techniques such as Multilayer Perceptron, Auto encoder, Convolutional Neural Network, and 
Recurrent Neural Network and their effectiveness in the area of Recommender Systems. The selected 21 papers are categorized according 
to the DL techniques applied and extracted the details of recommender System type, applications domain, Data Set etc. This review helps 
the developers and researchers to get a comprehensive idea of the currently used DL techniques for various RecSys models, which will help 
them for finding most accurate DL technique for their RecSys and dataset. 
 

INTRODUCTION  
 
The explosive growth of information and their frequency is overwhelming in this information processing 
era. Information in the form of computer interpretable data is parsed and processed from one end point 
to another across a wide range of platforms and devices around the world. With the availability of huge 
amounts of data and content accessible to users, the exploration of the data becomes difficult due the 
number of choices at hand, which creates a problem for all parties involved. The content creators have a 
hard time to get their work to relevant users, the users have a hard time finding this content and the 
company providing the service where the content resides on are faced with the problem of providing the 

right content for the right users, and in many times, are forced to prioritize the most popular content for all 
users. 
 
RecSys concern themselves act as the foundations of these challenges. In order to provide accurate 
recommendations for a given individual, the process at hand must be analyzed for personalized 
recommendations to prevail over blind recommendation that do not take any features regarding the user 
into account. Providing personalized and recommendations are a challenging task that many entities deal 
with and prioritize today. Companies want to better their services by providing personalized 
recommendations to their users for a multitude of reasons, such as the exploration of their data, 
prioritization or awareness. Classical approaches such as Collaborative Filtering (CF) and Matrix 
Factorization (MF) have previously prevailed in this area of interest and some systems depend on 
Ensemble Methods (EM) to create more accurate and personalized recommendations for their users [1, 2, 
3, 4, 5]. 
 
Nowadays DL has become a popular approach in a wide range of areas such as image recognition, natural 
language processing, automatic speech recognition and biomedical informatics and seems to prevail in 
classification tasks. Therefore, it is of interest to see if different type of network architectures can be 
applied to the problem of recommendation in order to create personalized recommendations by using DL. 
It is of interest to see investigate if it is possible to represent the problem of recommendation as a 
multiclass classification problem, in order to analyze what kind of  DL networks are applicable for creating 
multi-feature personalized recommendations. Some promising research area is emerging which gives 
motivation to use DL as a tool for creating recommendations. With this paper we aim to explore this new 
promising area of research by exploring the chances of DL in RecSys. 
 
Rest of the paper is organized as follows, Section II contains brief introduction of the various 
Recommender Systems exists in the literature, Section III contain the description of related survey works in 
the field of deep learning based recommender systems, Section IV contain the description of selected 21 
deep learning based RecSys models, classified in terms of the different DL techniques used, Section V 
tabulated the extracted data from the selected papers. Section VI concludes review work with future 
directions and Section VII mention the acknowledgement statement. 
 
RECOMMENDER SYSTEMS 
 
Recommender Systems are everywhere and we use them every day, directly or indirectly, in our digital 
interactions: when we buy that book that Amazon recommends us based on our previous history, when we 
listen to that playlists tailored to our taste in Spotify, or when we watch with the family that that movie 
recommended in Netflix, and discover new friend connections in Face book, or read that news articles we 
care about that Twitter offers, or when we apply to that ideal job hinted by LinkedIn. RecSys help us finding 
that valuable item among an ocean of choices. It helps us to deal with choice overload; it assists people for 
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facing the difficulties of decision making with a choice among many options by a cognitive process. RecSys 
is an active and fast growing field of research. 
 
MATERIALS AND METHODS  
 
RecSys collect and exploit numerous sorts of info concerning users, products, and interactions between 
users and products to come up with a customized list of things that matches user’s current wants.  Sohail 
et al [6] categorized 8 types of recommender systems (RS) as shown in [Table 1]. These categories broadly 
cover the techniques which have been used by the masses or the current generation researchers are 
frequently applying it. 

Table 1: Recommenders system categories and techniques 
 

Types of RecSys Subcategory Techniques 
Collaborative Filtering (CF) 
based RS 

Item based Association rule mining between preferences of 
neighbor of users, Rating, Choice of individuals for 
varied items, Similarity in the preferences of different 
users for common items, Tagging 

User based 

Model based Bayesian networks, clustering, Machine learning, Graph 
modeling 

Reclusive Methods (RM) 
based RS 

Heuristic method Rule induction, nearest neighborhood, Rocchio’s 
algorithm, tagging, rating, etc. 

Model based techniques Bayesian networks, clustering, Machine learning, Graph 
modeling 

Web mining Opinion mining, web usage mining, etc 
Hybrid recommender 
systems 

CF dominated RM Techniques of CF, RM applied with each other in 
different combinations RM dominated CF 

CF and RM coalesced into one 
Subsequent Integration of separately 
applied CF and RM 
Integration of CF and RM with (KBS) Techniques of CF and RM are applied with KBS, and 

other fuzzy, social network, etc Integration of CF with other than RM 
Integration of RM with other than CF 

Demographic filtering based 
RS 

 Correlation, similarity measures, etc 

Knowledge based 
Recommender System 
(KBS) 

Constraint based Machine learning, Bayesian network, AI, etc. 

Case based 

Context Aware 
Recommender System 

Location aware, Temporal, Trust 
aware 

User feedback, AI techniques, machine learning, etc. 

Social network based RS Foafing, trade relationship, etc. Similarities measures, user profiling, etc. 
Soft Computing techniques 
based RS 

Fuzzy genetics, fuzzy linguistics, OWA, ORWA, fuzzy model, etc. 

 
RELATED REVIEWS 
 
 DL based RecSys is become widely popular from 2016. Now it becomes a promising research area. Many 
recent short reviews are available in the literature that deals with the state of the art deep RecSys. The 
number of publications is increasing day by day in the area of DL based RecSys. The leading international 
conference RecSys by ACM begins to conduct regular workshops and conferences from the year 2016.  
 
 There is a plenty of literature reviews exists in the area of traditional RecSys. Even though there is a huge 
scope for systematic literature reviews on Deep RecSys, it is not that much explored. The prominent and 
most systematic review on DL based RecSys is by Shuai Zhang et al [7]. This survey lays a foundation in 
this area that can highly dependable for the researchers who wish to enter into this area. They are proving 
a classification scheme of current works in a well defined manner, state of the art research area and 
discussing challenges and open issues deeply. 
 
 Another recent survey, by Ayush Singhal et al. [8], contains the summary of DL based collaborative 
systems and application domains. The other paper gives the narrow narration about the deep RecSys. In 
[9], Rim Fakhfakh et al. give major emphasis on the Challenges and issues in DL based RecSys The all 
existing reviews are not systematic they just tries to summarize the works in this area of research. 
 
Mu et al [10] carried out a detailed survey recently on the various techniques and gives more research 
direction in the area.  With this paper, we aim to help the researchers, students, and practitioners working 
in the field of RecSys by exploring the scope of DL Techniques in their field. Our aim is to help them by the 
following contributions. 
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 A brief overview of state of the art DL approaches used along with RecSys. 
 An overview of various RecSys models along with applied DL techniques and datasets, from the 

literature. 
Our aim is to provide a comprehensive review of recent researches happened in the field of DL based 
RecSys for making an improvement in classic RecSys. 
 
DL BASED RECSYS MODELS 
 
DL is a field of Machine Learning that allows computational models that are composed of multiple 
processing layers of representation and abstraction that help to make sense of data such as text, image, 
sound and video. DL technique is a hot and emerging area in both data mining and machine learning 
communities. These models can be trained by either supervised or unsupervised approaches. DL models 
are initially applied to the field of Language Processing, Computer Vision and Audio, and Speech. It 
outperformed many state-of-the-art models. Later deep models have shown their effectiveness for various 
NLP tasks. These tasks include semantic parsing, machine translation, sentence modeling and a variety of 
traditional NLP tasks. DL has recently been proposed for building RecSys for both collaborative and 
content based approaches. DL becomes a powerful tool to tackle RecSys tasks such as music, news, 
fashion articles, and mobile apps recommendation. This paper takes a glimpse of current research in this 
field, which aims to identify new opportunities for research and industrial applications, to enhance the 
recommender experience. 
 
Multilayer Perceptron based RecSys model 
 
 MultiLayer Perceptron [MLP] is a feed forward neural network. Between input and output layer multiple 
hidden layers. It is an efficient gradient descent based nonlinear function approximators for error 
minimization in the approximation of a function. This tries to define a mapping from y=f(x;θ) and learns the 
value of the parameters θ that results in the best function approximation. There are mainly 4 
recommendation models that utilize multilayer perceptrons [11-15]. The pictorial representations of these 
models have shown in [Fig. 1]. 
 
He et al. [11] developed a general framework using MLP to model the user-item interaction matrix by 
capturing the non linear relationship. NCF technique replaces the matrix factorization(MF) and utilized 
Negative sampling  for  data size reduction, which improves the learning efficiency. The proposed CF 
model is compared with existing MF approaches on Pinterest and MovieLens datasets and showed 
statistically significant improvements on both datasets. Neural Collaborative filtering model is depicted in 
[Fig. 1(a)]. 
 
 CCCFNet[12] is an extension of NCF for cross domain applications. CCCFNet consists of two neural 
networks one for users and other for items. In this model user items interactions are represented as a dot 
product in the last layer. It is a multi-view cross domain recommendations that makes use of two 
components for embedding content information. One is collaborative filtering factor used for representing 
user and item latent factors. Other one is content information component that matches user’s preferences 
on item features and item features. The architecture model is at [Fig. 1(b)]. 
 
 Cheng et al.[13] proposed another model for both regression and classification problems. Here it is used 
in Google play for app recommendations. The model has two components: wide and deep. Wide 
component is a simple linear model such as single layer perceptrons where as deep component is a 
multilayer perceptron. Memorization and generalization is made possible by using those components. In 
this memorization is achieved by wide component and generalization is achieved by the deep component. 
Compared to NCF both accuracy and diversity is improving in this model. For optimization stochastic back 
propagation is utilized. According to the predicted score recommendation list is generating. [4] Extends 
wide and deep model by incorporating a locally connected network by replacing the DL component, which 
helps to decrease the running time. Wide & DL Model architecture is depicted in [Fig. 1(c)]. [14] introduces 
DeepFM model as shown in [Fig. 1(d)], for alleviating the feature engineering problems such as solving 
which feature is selected for memorizing and which feature is for memorizing in wide and DL models. That 
is depends only on DL and factorization machines. Here higher order feature interactions are 
implementing via DL (MLP) and low order interactions through factorization machine. The prediction score 
is calculated by 
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Fig. 1:  MultiLayer Perceptron based RecSys Models (a. Neural Collaborative Filtering[11], b. CCCFNet[12], c. 
Wide & DL Model[13] d. DeepFM Model[14]) 
……………………………………………………………………………………………… 

Zhang et al.[15] propose a hashing based DL framework called Discrete DL (DDL). It maps users and items 
to Hamming space. From that hamming space a user’s preference for a particular item can be calculated 
efficiently by using hamming distance. Online recommendation efficiency is improved significantly by this 
computation scheme. Cold start problem and data scarcity problems are also alleviated by using discrete 
DL model by unifying item content information and user-item interaction. The extraction of effective item 
representation from the item content information is done by applying Deep Belief Network (DBN). DDL 
provides a good trade-off between recommendation efficiency and accuracy. 
 
Auto Encoder based RecSys model 
 
An auto encoder is a trained neural network that attempt to copy its input to its output. For describing the 
representation code of the input, it has a hidden layer h. The network consists of two parts: an encoder 
function h =f(x) and a decoder function r = g (h) that produces a reconstruction. Four auto encoder based 
RecSys are extracted from the literature [16-22] are shown in [Fig. 2.] 
 
Sedhain et al. [16] proposed AutoRec, an auto encoder based RecSys. The aim of AutoRec is the 
reconstruction of inputs such as user partial vectors  or item partial vectors  in the output. 
Corresponding to both inputs two variations are there U-AutoRec ( User based) and I-AutoRec (Item based). 
The reconstruction function for the input  in I-AutoRec is 

 
 Where  and  are the activation functions, W,V,µ,b are parameters. While considering the 
performance I-AutoRec is better than u-AtoRec. Here activation function combinations, moderate increase 
in hidden unit size, adding more layers will increase the capacity and performance of AutoRec. I-AutoRec 
model is shown in the [Fig. 2(a)]. Strub et al. [17] extends the AutoRec to make it more robust by 
employing the de-noising techniques and including user side information such as item description and 
user profiles for mitigating the cold start problem. This model is known as Collaborative Filtering Neural 
Network [CFN], which also have two variants I-CFN and U-CFN taking and  as input respectively. In this 
correption approaches such as salt and pepper noise, Gaussian noise and masking are utilized to deal 
with missing elements. In CFN Side information is integrated with every layer that will help to improve 
accuracy, training process speed and make the model to be more robust. 
 
 Auto encoder based collaborative filtering [ACF] proposed by Ouyang et al [18] is the first one in this type 
of RecSys. It deal with integer ratings (1-5), it divides the rating into five partial vectors. ACM predicts rating 
by summarizing each entry of the five vectors, and then scaled by the maximum rating 5. RBM is used t 
pre-train the parameters as well as to avoid local optimum. Short comings of this model are it can only 
deal with integer ratings and while decompose the rating vector that increase the sparse problem in input 
data and leads to inaccurate prediction.  AutoRec, CFN and ACF are used for rating prediction whereas 
CDAE (Collaborative DE noising Auto-Encoder) proposed by Wo et al.[19] is used for ranking prediction. 



REGULAR ISSUE 
 

www.iioab.org    | Kala & Nandhini. 2019 | IIOABJ | Vol. 10 | 1 | 11-20 | 
 

15 

C
O

M
PU

TE
R 

SC
IE

N
C

E 

User’s feedback is the input to CDAE. The entry value is 1 whether the user likes the movie otherwise it is 
0. Gaussian distribution is used for solving Gaussian noise problem. The reconstruction is defined as 

 
 Where  denotes the weight matrix for user node. For each user this weight matrix is unique and it  
improves the performance too. 
 
Wang et al [20, 21] proposes two Auto-Encoder integrated RecSys models: CDL (Collaborative DL) and CDR 
(Collaborative Deep Ranking) CDL for rating prediction where as CDR is for top n recommendations in a 
pair wise frame work. CDL uses Stacked De-noising Auto-Encoder [SDAE]. CDR outperforms CDL in their 
experiments. They are similar in structure and different in some iteration. Both make use of two tightly 
coupled components, one is a deep neural network used as a perception component and the other is a 
task specific component. A frame work is proposed by Li et al. [22] for unifying DL approaches with 
collaborative filtering model. It is called Deep Collaborative Filtering Framework. It is an easy and well 
defined frame work for incorporating DL techniques in collaborative filtering. The framework is formulated 
as follows 
 

 
 Where  are trade off parameter, X, Y are side information l(.) is the lost and  is 
the hinges for connecting deep and collaborative models. 

 

 
Fig.2: AutoEncoder based RecSys Models. (a). AutoRec Model[16],  (b). CFN Model[17],  (c). ACF Model[18],  
(d). CDAE Model[19],  (e). Graphical Model of CDL(left) and CDR (Right)[20,21],  (f). Deep Collaborative 
filtering Framework [22] 
…………………………………………………………………………………………….. 
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Convolutional Neural Network based RecSys model 
 
 Convolutional Neural Networks[CNN] are a specialized kind of neural network for processing data that has 
a known grid-like topology such as time-series data [1-D grid], and image[2-D grid] of pixels. In CNN 
convolution is used in place of matrix multiplication in at least one of their layers otherwise it is a simple 
neural network [23-27]. The models are depicted in [Fig.3].  
 
Gong et al. [23] solves hash tag RecSys as a multiclass classification problem. It is an attention based 
model. The part of the proposed model are global channel, which is made up of max pooling layers and 
convolutional filters, and local channel which is the attention layer for selecting trigger words for tagging. 
All words are imputed to the global channel where as local channel is used for selecting the trigger words. 
Nguyen et al. [24] proposed a personalized tag RecSys .in this paper they are extracting visual features 
from the images by using max pooling layer of CNN. For differentiating relevant and irrelevant tag 
according to a particular person , a Bayesian personalized Ranking algorithm is utilized. DeepCoNN( Deep 
Cooperative Neural Network) proposed by Zheing et al[25] incorporated two CNNs: one for user behaviors 
and another for item reviews. Factorization machines are used to find the interaction between two CNNs in 
the last layers for rating predictions. It combines the benefits of both CNN and Matrix factorization for 
solving scarcity problem by different layers as shown in the [Fig.3(c)]. 
 
 ConvMF [26] is another model which utilizes probability matrix factorization along with CNN. Item 
representations are learned by using CNN and task specific recommendation are performed using PMF. 
The structure is similar to the CDL whereas instead of Auto-Encoder here CNN is used. Wen et al.[27] 
propose a dance background recommendation system that utilize  CNN for image extraction. It focuses on 
dancers digital footprints images that they have browsed, liked, or used previously. To support the 
recommendation system, this work also proposes a Deep MF model based on PMF that effectively 
combines a content-based method and the conventional rating-based method. The content-based method 
uses the image’s visual content to do the recommendation, and the visual content of a dance image is 
represented by both an object feature and a style feature. The detailed architecture is shown in Fig. 3(e)]. 
 
Recurrent Neural Network based RecSys model 
 
 Recurrent neural networks are a family of neural networks for processing sequential data x1, x2,…., xn. 
When feed forward neural networks are extended to include feedback connections, they are called 
recurrent neural networks. LSTM and GRU are two different variations of RNN. RNN viewed the user 
interest as a sequence prediction technique. Similar sequence are identified and recommended. The 
concepts used in RNN for RecSys is extracted [28-32] and depicted in [Fig. 4]. 
 
Hidasi et al. [28] proposed a RecSys model for session based recommendation based on Recurrent Neural 
Networks (RNN). Session based RecSys considers users current login interests only for recommendations. 
It may lead to scarcity of training data. Here the proposed model efficiently implemented session based 
RecSys by using GRU. If there is N number of items the state of the item is represented as 1-N encodings. 
And tries to assign the session value for each item as 1 if it is active in that session otherwise it is 0. 
Likelihood and session based parallel mini batches algorithm is used for further processing of the output. 
Tan et al. [29] modified the model [28] by changing the input from 1-N encodings to click sequences and 
they add necessary preprocessing and dropout procedures for handling those inputs. They train the model 
first by complete input and then tune it with most recent inputs. For decreasing the number of parameters 
they use item embedding techniques, this leads to faster computation. Recurrent Recommender Network 
(RRN) [30] is a non parametric model for recommendation built on Recurrent Neural Networks. Here two 
LSTMs are used for modeling seasonal evolution of items and user preferences over time. One LSTM is for 
user state  and the other for item state . This model considered user stable long term interests as 
well as dynamic short term interests also. The predicted rating of j given by user i at time t is represented 
as 

 
 Where  are learned from matrix factorization and the others are from LSTM. 
Like attention based MLP and CNN, attention mechanism can also incorporated with RNN [31]. It helps to 
learn the sequential property and for recognizing informative words from micro blogs for hash tag 
recommendation. Here LSTM is utilized for learning hidden states and also attention based is based on 
LDA distribution after the nonlinear transformation and softmax normalization. Cross entropy minimization 
is used for training this model. Beutel et al. [32] created a deep context aware RecSys using Latent Cross 
to include contextual features more expressively. Latent cross is utilized to get the element wise product of 
the neural network hidden states and the context embedding. It uses different contexts along with ratings 
for video recommendation based on Recurrent Neural Network. The deep RNN architecture is shown in the 
[Fig. 4(e)]. 
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Fig. 3: CNN based RecSys Models. (a). Attention Based CNN model[23],  (b). Personalised CNN Tag 
Recommendation Model[24],  (c). DeepCoNN Model[25] (d). ConvMF Model[26],  (e). Dance background 
image recommendation system.[27] 
…………………………………………………………………………………………………… 
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Fig. 4: RNN Based RecSys Models. (a). Session-based recommendation With RNN[28], (b). Improved Session-
based recommendation With RNN[29], (c). Recurrent Recommender Network (RRN) Model [30], (d). 
Attention based RNN Model for Tag Recommendation.[31], (e). Latent cross based RecSys architecture.[32] 
………………………………………………………………………………………………………………………….. 

 
DATA EXTRACTION 
 
The data extracted from the selected papers which utilized the concept of DL for RecSys Models are 
tabulated as in [Table 3]. This review is focused on the 4 DL techniques such as Multilayer perceptrons, 
Autoencoder, Convolutional Neural Networks and Recurrent Neural Networks. 

 
Table 2: Deep learning techniques, corresponding RecSys Models and used application domains 

 
DL 
Techniques 

RecSys Model RecSys Type Concepts used Application Domain 

 
 
 
 
Multilayer 
Perceptions 

Neural Collaborative 
Filtering[11] Model 

Collaborative 
Filtering 

MLP is used for user-item 
interactions and nonlinearities. 
Negative Sampling 

Movie Recommendation 
 

CCCFNet[12] Content and 
Collaborative 
Filtering 

Cross Domain Recommendation 
Multi- view modeling 

Movie and Music cross 
domain 

Wide and Deep 
Learning Model[13] 

Collaborative 
Filtering 

Single layer Perceptron 
Multi-layer Perceptron 

Google App domain 

DeepFM Model[14] Collaborative 
Filtering 

Factorization Machine 
Multilayer perceptron 

CTR Prediction 

Discrete DL[15] Content based 
RecSys 

Hashing 
Deep belief network 

E-Commerce 

 
 
 
 
 
Auto Encoder 

AutoRec[16] Collaborative 
Filtering 

User based representation 
Item based representation 

Movie Recommentation 

CFN[17] Collaborative 
Filtering 

Denoising Movie Recommendation 
Jock Recommendation 

ACF[18] Collaborative 
Filtering 

Integer rating 
RBM 

Movie Recommendation 
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CDAE[19] Collaborative 
Filtering 

Ranking prediction 
Gaussian distribution 

Movie Recommendation 

CDL[20] Collaborative 
Filtering 

Rating prediction 
SDAE 

Article Recommendation 

CDR[21] Collaborative 
Filtering 

Ranking prediction 
Implicit feedback 

Article recommendation 

DCIF[22] Collaborative 
Filtering 

Stacked DE noising Article Recommendation 
Movie Recommendation 

 
 
 
Convolutional 
Neural 
Network  

Attention based CNN 
Model[23] 

Collaborative 
filtering 

Multi class classification 
Attention learning 

Hash tag 
Recommendation 

Personalised CNN 
Model[24] 

Collaborative 
filtering 

Image feature extraction 
 

Hash tag 
Recommendation 

DeepCoNN[25] Content based 
filtering 

Combines CNN and MF  Product Recommendation 

ConMF Model[26] Context aware 
Recommendation 

Probability Matrix Factorization Document 
recommendation 

Dance background 
image 
recommendation 
model[27] 

Content based 
Recommendation 

Probability Matrix Factorization 
Deep feature extraction 

Image recommendation 

 
 
 
 
 
 
Recurrent 
Neural 
Network 

Session based 
recommendation 
based on RNN[28] 

Content based 
filtering 

GRU 
Parallel mini batch algorithm 

You tube video 
recommendation 

Improved Session 
based 
recommendation with 
RNN[29] 

Content based 
filtering 

Embedding techniques You tube video 
recommendation 

RRN[30] Collaborative 
filtering 

Non parametric model Video Recommendation 

Attention based RNN 
Model[31] 

Collaborative 
filtering 

Attention mechanism 
Non linear transformation 

Hash tag recommendation 

Latent cross based 
context aware 
recommendation 
Model[32] 

Context Aware 
Recommendation 

Latent cross technique Youtube video 
recommendation 

 
CONCLUSION AND FUTURE WORK 
 
This paper describes the literature review of the various DL techniques used in the field of RecSys. The 
major emphasis is on the DL architectures and their working on each paper on study. Compared to Data 
Mining techniques, DL techniques are more effective for RecSys because nowadays RecSys are dealing 
with big data, especially the volume of dataset is huge. Even though there are large opportunities for DL 
based RecSys, they are not explored yet. This paper can be a base for the researchers to start their 
research in this filed.  
 
The conventional readily available datasets are only used for experimentation in the RecSys. 
Recommendation systems are still based on the conventional applications such as ecommerce site, 
movie, music, etc., with the help of DL, the scope of RecSys can spread to the new, complicated and 
unexplored fields by utilizing the real time datasets. The current research literature has focused on the 
collaborative and content based RecSys. In future deep RecSys have great opportunities in research , they 
include: for the better understanding of the users and items, for multitask learning, multi view RecSys for 
improving scalability, for session based RecSys, cross domain recommendations, context aware 
recommendations, etc.. The DL seems to be a powerful solution to overcome the limitations in this field 
and enhance the recommendation systems experience. 
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ABSTRACT  
 
Background:  Changes in Hippocampal subfield volumeof patients with Alzheimer’s Disease and Mild Cognitive Impairment from structural 
Magnetic Resonance Imaging using the techniques like free surfer and FIRST. The Hippocampus is one of the main areas used in neuroimaging 
studies. Hippocampus is responsible for memory and learning because of which it can be considered as one among the important biomarker for 
the neuro diseases. Hippocampal subfield even though being an important region for diagnosis of the AD diseases, is not being used in most of the 
study because of the complexities such as semi-automated segmentation and manual segmentation. Methods:  To overcome existing problems we 
have modeled a novel subfield segmentation pipeline which consists of three stages. Those are Subfield information extraction, hippocampal 
segmentation and atlas mean surface calculation. Results: Experimental implementation on ADNI dataset it is proved that our model provides high 
accuracy than the other models comparatively for diagnosing the disease. Conclusions: Our proposed approach successfully analyzed the 
hippocampus subfield volume from MRI scan for AD and MCI disease. 
 

INTRODUCTION  
 
Alzheimer Disease is one among the dreadful disease with has caused 700000 death in the year 2017 and It’s 
estimated that the percentage may increase in the future.This disease effects the elders who are is aged more 
than 65 years. This disease is not been diagnosed properly it may also be fatal. Huge populations of about 40 
million people are being after by this disease. It is also estimated that the growth maybe alarming such that in 
2030, the affected populous maybe 76 million and in 2050 it may even nearly double to be 135 million. If this 
ratio continues nearly 30% of the world’s population will be affected by this disease within the year 2080 [1,2].  

 
The study of the hippocampus plays a vital role in the diagnosis of brain-related disorders such as Alzheimer’s 
disease. Hippocampus is the area which summaries the long-term to short-term memory it is also one among the 
main part which gets affected by the Alzheimer's disease. Hippocampus is mainly used for learning and memory 
and it can be widely studied using neuroimaging Technologies [3]. Subfield volume grey matter surface 
deformation and total volume are the measures which are considered for the hippocampus [4].  

 
The subfield hippocampus information is mostly ignored as it is mostly related to the long-term study which is 
mostly done using semi or manual segmentation [5][6].Itis mostly not suitable for large-scale studies. The subfield 
scans is still challenging for 1.5T and 3T scans of MRI. The regional volume segmentation and cortical thickness is 
derived using the freesurfer tool. On using the volume, boundary error exists which makes it hard to analyze the 
image safe. FIRST is another software which gives good results for the hippocampus segmentation than the 
freesurfer tool [7][8]. Surface Atlas is constructed using both the freesurfer and the first which identify the 
hippocampus structural changes and different conditions. 

 
         (a)          (b)          (c) 

 
Fig.1:The Hippocampal area for some relevant blue slice on the (a) coronal view (b) sagittal view     (c) axial view 
for AD subject from MRI scan 
………………………………………………………………………… 

The organization of this paper is as follows. Section II focuses on the background of the related works. It presents the 
technique of subfield volume changes, surface modeling using SPHARM and building a surface atlas in section III. 
Section IV discusses experimental and results of AD/MCI. Section V concludes the paper. 

 
RELATED WORKS 

 
The ADNI dataset is a 3D sMR image which comprises of the complete brain’s structure. In the surface based 
morphometric analysis features the complete surface brain is considered for feature extraction. Various analyzing 
techniques and machine learning algorithms have been used along with these features for diagnosing the AD.Many 
clinical data is reorderedonly for few diseases such as Alzheimer’s disease (AD), mild cognitive impairment (MCI), 
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depression, schizophrenia and many other neurological disorders based on hippocampal subfield can be analyzed. By 
combining hippocampal subfield with clinical data high accuracy could be achieved. Many weighted MRI scans are 
used to identifying the AD and MCI such as T1,T2, 1.5T, 3T, 4T and 7T. Hippocampal subfield analysis is done based on 
age, gender, subfield volume, education, cognitive functions, cortical sub regions and diseases. In this work, ADNI 
dataset has been used for classification of AD and MCI. This work has been compared with the existing work that uses 
cortical features and has achieved good accuracy. There are many classifier approaches  for the AD and MCI patients 
using various hippocampal subfield volumes exists for different subjects( aMCI, HC, AD, MCI and LMCI) using different 
metrics (1.5, 3T and 7T) and different weighted MR images( T1, T2)[9-16,3] 

 
Table -1: Classifier approach of the AD and MCI patients using different subfield volume 

Author & year Subfield Volume Datasets Metrics Results 
 
Dong woo kang et 

al.2018[9] 

Education, Cognitive 
functions 

77 subjects( 
aMCI-
38,HC
-39) 

3T scan Education years (hc&aMCI) 
Std.β=0.74,p-

value<0.001,aMCI=Std.β=0.3,aMCI=0
.041 

Fabian Bartel et 
al.2016[10] 

Regional volume & 
Outline  

Reproducibility, cube 
algorithm 

 ADNI 80 
subjec
ts:HC-
20,MC
I-40, 
AD-20 

T1 weighted 
MRI 
scans 

Region Method (Manual: anterior-0.794, 
Middle-0.828, Posterior-0.756) FSL-
FIRST: anterior-0.829, Middle-0.855, 
Posterior-0.798, Freesurfer: anterior -
0.756, Middle-0.784, Posterior-0.721. 

 
Paul .A.Yushkevich 

et al. 2015[11] 

Cortical subregions& 
hippocampal 
subfields. 

83 aMCI 
subjec
ts. 

T2 weighted 
MRI 
scans 

Corrective learning from left part   Mean- 
0.780, SD-0.027, Min-0.701, Max-
0.853 and right part Mean- 0.777, SD-
0.034, Min-0.689, Max-0.847 

Stine K. Krogsrud 
et al.2014[12] 

Hippocampal subfield 
regions age 
from 4 to 22 
years 

244 healthy 
subjec
ts. 

1.5T MRI 
scans. 
Validati
on(1.5 
T & 3T 
MRI 
scans 

- 

Renaud la joie et 
al.2013[13] 

Subfield 
volume(Compl
ementary 
analyses, 
operating 
characteristic  
analyses and 
Non-parametric 
group 
comparisons) 

ADNI 75 
subjec
ts:HC-
40,aM
CI-17, 
AD-18 

- ROC curve = 0.88 and 0.76,p=0.05 

Laura E.M. et 
al.2013[14] 

Linear regression and 
continuous 
independent 
variable 

 

ADNI  54 
patien
ts with 
HC-
29,aM
CI-16, 
AD-9 

7T MRI 
scan(ul
tra high 
speed0
.7mm3) 

Linear regression: ERC(CI=-0.07,B=-0.04) 
SUB(CI=-0.16,B=-0.04) 

John Pulta, P. 
Yushkevich et 
al.2012 [15] 

 Template- based 
approach  

Subjects 45: 
28  
Norm
al 
contro
l,17 a 
MCI, 

T2 weighted 
images 

Hippocampal volume CA1 left p=0.001 right 
p=0.038,CA4/DG left p=0.002 right 
p=0.043. Reduced volume CA4/DG 
left p=0.029 right p=0.221.  

Li shen et al. 
2010[16] 

Intraclass and Pearson 
correlations 
calculated and 
statistical 
analysis.  

125 adult 
subjec
ts with 
HC-
38, 
aMCI
=37, 
AD=1
1. 

T1 weighted 
MRI 
scans 

Freesurfer(p=0.004) manual 
method(p=0.428)range from 0.76-
0.90. ICC range from 0.75-0.89. 

SG Muller et al. 
2011[3] 

Stepwise regression 
analysis 
Pearson 
correlations. 

50 elder 
subjec
ts 25 
NC, 
25 
AD. 

4T MRI scans ERC=IFRD-0.17, SFRD-0.29, DRD-0.20, 
Sub= IFRD-0.26, SFRD-0.31, DRD-
0.22, CA1= IFRD-0.31, SFRD-0.41, 
DRD-0.41,CA1-2= IFRD-0.12, SFRD-
0.16, DRD-0.15, CA3&DG= IFRD-
0.35, SFRD-0.38, DRD-0.35. 
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From the above survey, we could infer that various surface-based analysis techniques are used for hippocampal 
analysis and hippocampal subfield volume segmentation. Most of the researchers use high dimensional scanned 
features which have increased the cost of memory and data redundancy. It’s noted that subfield volume is high. But 
Segmentation of hippocampal subfield volume is analyzed and surface atlas of hippocampal subfield is built to 
reduce the data, high accuracy and memory usage to a far extent. Thus surface atlas is deployed along with the 
freesurfer and FIRST and their respective accuracies are being analyzed. 

 
SUBJECTS AND METHODS  

 
We have used a three-stage pipeline model. (a) From MRI scan Subfield information is extracted using freesurfer, 
(b)hippocampus segmentation is done using the FIRST, and (c) spherical harmonic basis functions is used for 
hippocampus surface modeling and calculating the mean surface [17]. Using the above three methods the surface 
Atlas is created for the hippocampal subfield using normal control people from the ADNI dataset. 

 
Adni Neuroimaging Data 
MRI image data set is downloaded from theAlzheimer’s disease [18] Neuroimaging Initiative database (ADNI) 
(http://adni.loni.usc.edu/). ADNI website which also comprises the Magnetic resonance imaging,PET image datasets, 
SPECT, CSF, blood biomarkers combined with clinical assessment to improve the ad process. Adni database has 
images of three different stages in the Alzheimers disease [19]. From this database, the data can be downloaded 
where this database also monitors the regular research works done. Consist of totally 800 subjects which have been 
divided into subjects with early AD early or late MCI and normal control based on the age which must be within the 
range55 to 90. The primary goal of the adni is to improve the ad progress using these biomarkers[18]. The proposed 
work we use the MRI images. The MRI image is primarily classified into a fMRI and a sMRI where we utilize the sMRI 
images. 

 
Analysis datasets 
The baseline MR images downloaded from the ADNI (adni.loni.usc.edu) site using 1.5T and 3T scanners with the help of 
DICOM. This downloaded MR images incorporate with Mini-Mental State Examination (MMSE)  score and Clinical 
Dementia Rating Scale(CDR) (or CDR = 0) for each and every subjects. The given subjects are primarily classified into 
three categories such as  HC, MCI  and AD based on the age which must be within the range55 to 90. We organize the 
dataset consisting of 687 subjects as follows. 

 
1. 172 HC subjects: 93 male and 79 female; age SD=75.3±7.4 years, range = 55 -90; Mini-Mental State 

Examination(MMSE )=29.±1.2; the range= 25 -30. 
2. 407 MCI subjects: early MCI 267 patients not converted into AD with 18 months(EMCI) and late MCI 140 

(LMCI) patients who changed over to AD ; 212 male and 195 female; age ± SD=75.3±7 years, range 58-88 
years; Mini-Mental State Examination (MMSE )=27.1±1.7; the range from = 24 - 30 

3. 108 AD subjects: 65 male and 43 female; age SD=75.3±7.4 years, range = 55 -90; Mini-Mental State 
Examination(MMSE )=23.8±2; the range = 18 – 27. 

 
Structural MRI analysis 
Surface-BasedAnalysis is a method where the Cortical surface's geometrical model is used to derive the morpho metric 
measures. Among the numerous implementation of SBA we primary use free surfer brain visa and brain voyager. Taking 
the input as T1 weighted MRI image the SBA extracts cortical surface. Coronal surface displays two surfaces which are 
the Yellow line and the red line. Yellow line depicted as the inner boundary of the cortex which can also be called as a 
white surface. The Yellow line which acts as a surface boundary lies in between of the cortical grey matter and white 
matter. Whereas the Red Line boundary lies in between grey matter and CSF which can also be termed as pial 
surface[20]. Cortex is the composition of highly dense Triangles each of which are known as a face is being 
interconnected as a mesh which is being modeled as a surface model. The junction of each face is called a vertex. The 
three-dimensional coordinates X,Y and Z which are the parameters are being deducted from the extraction process of 
MRI. The surface can be subjected to many manipulations among which one is inflating it. All the area or being exposed 
during the inflation which is equivalent to unfolding the surface. Combining the area of the Triangles we get the cortex's 
surface area. Cortical thickness is the distance between the white and pial surfaces.  

 
Segmentation of the subfield volume 
On doing Hippocampus Subfield segmentation using the free surfer will we concentrate 8 volumes. The 8 volume 
represented as a probability maps each of which are a subfield all of them are listed below. The subfield volumes are 
CA1, CA2-3, CA 4-DG, Fimbria, Hippocampal -fissure Parasubiculum, Subiculum and others. 
 
Using the first software hippocampus is split into two parts which are the left and right. Over this processing, the 
topology fix is then which verifies the spherical property and object connectivity of the hippocampus. All the 
probability maps are being masked. After the masking area outside the mask is assigned to be zero and there must 
be no zero values inside the mask for converting the zero values to non-zero values which are present inside the 
mask the Gaussian kernel is used. The size of the Gaussian kernel is [5 5 5 ] in our work. Updated values are 
assigned to the voxel in the hole. Thus we can obtain the updated probability map which is from P1 to P8. These are 
the next step of input data. 
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Fig. 2: Hippocampal subfield segmentation from freesurfer: Coronal view, axial view and sagittal view. The left 
images are healthy control and right images are ad subjects. The abbreviations are CA- Cornu'sammonia;DG- 
dentate gyrus. 
………………………………………………………………………………………………………………. 
 

 
Surface modeling using SPHARM 
The binary object can be compared for the diagnosis directly. So we apply the spharm basic function to model the 
surfaces. This spharm method was developed by La Joie et al [13] to shape the 3D objects. Thus we use the three 
processing methods are spherical parameterization, expansion and registration. We should perform the bijective 
mapping between spherical coordinates and surface. The coordinates represented as ø and θ and surface point 
represented as V. 

 
V(θ,ø)=(x(θ,ø), y(θ,ø), z(θ,ø))TTheFourier transform is this used the preprocessing to define the three-dimensional surface 
from the three spherical functions[21]. Three spherical functions are transferred to three sets of Fourier coefficients. The 
hippocampal surface is expanded and registered. 

 

Building surface atlas of hippocampal subfield mapping 
Using the freesurfer we segmented 8 subfield volumes: The subfield volumes are CA1, CA2-3, CA 4-DG, Fimbria, 
Hippocampal -fissure Parasubiculum, Subiculum and others. This subfield segmentation on the basis of the Bayesian 
approach.Each 8 volume represented as a probability maps. Then we employ the spharm basic function to model the 
surfaces. 

 
Fig.3: The flowchart for creating a surface atlas of the subfield. 
……………………………………………………………………………………………………. 
 
 

Our example is as follows: atlases is the starting point of the surface, then register the atlas for aligning, then mean atlas 
acquisition for all the data. Then repeat atlas registration until the stopping point of the coverage of the atlas. 
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RESULTS 

Shown in [Fig. 1] is the hippocampal area from the brain images from different view,( coronal view, sagittal view and axial 
view) for ad patients from MR images. And [Fig. 2] displays the five hippocampal subfield segmentation with atlas color 
mapped.  [Fig. 3] shows the process of creating a surface atlas of the subfield. Below we briefly discuss about the three 
categories, which is age and gender for surface signals. In this experiment, we have used a three-stage pipeline model. 
MRI scan Subfield information is extracted, hippocampus segmentation and spherical harmonic basis functions is used 
for hippocampus surface modeling and calculating the mean surface. 

Table 2 shows the surface vertices for five various analyses obtained from adnidatasets such as CA1, CA2-3, CA4-DG, 
SUB and Tail. Below table, we briefly discussed about three categories from original surface signals.(I) EMCI vsHC. There 
was no change in both regions and entire surface. (II) LMCI vs HC :some changes in these atrophy patterns .the pattern of 
the tail is 26%,SUB is 43%, CA4-DG is 30%, CA2-3 is 33%, and CA1 is 28.(III)AD vs HC shows changes atrophy pattern in 
of tail is 52%, SUB is 56% , CA4-DG is 32%, CA2-3 is 31% and CA1 is 90%, while subiculum is the top most region and 
important regions  at both AD stages and LMCI stages. Age is affected 39% of CA1, 83% OF subiculum, 39% of CA2-3, 
and 38% of CA4-DG and tail affected 50- 57%. The entire pattern was same diagnostic method of AD stages and LMCI 
stages. Regarding the gender, 45-60% of CAI and Tail part, 13-15% of CA2-3, Subiculum was affected is 13-15%, and 
finally CA4-DG is affected 5%. 

DISCUSSION 

In this approach, we have presented the analysis ofsurface-based morphometric of hippocampal subfield volumetry in 
Alzheimer’s  Disease and MCI. We also used 1.5T and 3Tscans to segment the hippocampal volume and we have 
identified that early stages of AD and compared with the mid-term stages of MCI patients. The major three strength 
follows in this apprach (1) we analyzed subfield of hippocampal size (2)  most important and hippocampal subfield 
information (3)and MR image scans with weighted images from ADNI datasets for our proposed approach. We have 
identified the most dominant region like subiculum and pre-subiculum. The SUB part merged into SUBICULUM and PRE- 
SUBICULUM, Which is a top region of AD stages and LMCI stages, after controlling the gender and age of AD patients. But 
the remaining region of CA4-DG and CA1 is the prudent atrophy at the LMCI stage and serious atrophy at the stage of AD. 
Within this control DG-CA4 and CA1 automatically reduced with increasing the age of AD patients. Volume loss of CA1 and 
pre-subiculum and subiculum patients in AD has been noted[22][23].another sub region of volume loss of CA4 & DG 
patients in AD has been noted[24][25]. And volume loss of CA3 region not yet reported till now. Moreover some 
hippocampal region has been combined together and reported some vivo studies For example CA3, DG & CA2. In our 
approach we separately identified both CA4 and CA3&DG. 

 
The proposed surface-based analysis shows better accuracy and better diagnosis of the patients with AD and MCI 
diseases compared to the existing method. 

 
 
 

Table 2: FIVE different subfield information and their analysis for existing and proposed method. (The SUB part 
merged into SUBICULUM and PRE- SUBICULUM.) 

 
 Hemisphere Left Right 
 
 
 
Existing 
Method  

Hippocampal subfields CA1 CA2-3 CA4-DG  SUB Tail CA1 CA2-3 CA4-DG  SUB Tail 
Number of vertices 389 728 91 956 398 362 735 119 941 405 
 
 
Regions 

EMCI vs HC 0 0 0 0 0 0 0 0 0 0 
LMCI vs HC 135 236 33 550 89 151 210 35 494 112 
AD vs HC 195 346 52 803 223 307 365 110 762 193 

 
 
 
Proposed 
Method 

Hippocampal subfields CA1 CA2-3 CA4-DG  SUB Tail CA1 CA2-3 CA4-DG  SUB Tail 
Number of vertices 380 721 92 920 398 340 730 114 932 406 
 
 
Regions 

EMCI vs HC 0 0 0 0 0 0 0 0 0 0 
LMCI vs HC 130 231 27 440 70 120 210 34 481 110 
AD vs HC 340 325 77 821 221 225 370 28 746 93 

 
CONCLUSION  

 
In this work, the surface atlas is created using free surfer and FIRST from sMRI. We have modeled a novel subfield 
segmentation pipeline which consists of three stages which are Subfield information extraction from MRI scan, 
hippocampus subfield segmentation and hippocampus surface modeling. Those are successfully surface based 
morphometric analyzed the AD disease with health control (HC). For the experiment, we have considered the ADNI 
dataset that comprises of the proposed approach. Thus it is proved that our model provides high accuracy than the 
other models comparatively for diagnosing the disease. The future enhancement of our work can be carried out as a 
robust model that can incorporate 3D hippocampal structure. 
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ABSTRACT 
 
Studies of the surface layer of membranes have been carried out using FTIR spectroscopy, scanning electron microscopy, NMR analysis, 
chromatography-mass spectrometry and other methods to identify changes in the properties of membranes processed in various physical 
media. The processing by microwave radiation in air leads to a loss of mass of the membranes due to the etching of the surface layer. With 
an increase in processing time in air up to 60 minutes, the water capacity of the nylon membrane decreases from 79% to 70.4%. Nylon 66 is 
usually characterized by absorption bands within the range of 650–3500 cm –1, which correspond to a peptide bond. An increase in the 
intensity of the absorption bands within the entire range of 650–3500 cm–1 of IR spectra after the membrane was treated by microwave 
radiation in air was established. New absorption bands of 2340 and 2358 cm -1 were also found, what can be attributed to the vibrations of 
the bonds in the amine salts R 2 C = NH + - or the diazonium salts –N 2 +.Changes in the composition of the membrane, identified by IR 
spectrometric studies, is associated with oxidation of atomic nitrogen contained in the air. An increase in the pore size in some areas of the 
membrane to 2 μm after treatment with microwave radiation in air is revealed. The increase in membrane pores is also confirmed by an 
increase in the specific performance of the membranes. 

 
INTRODUCTION 
  
In recent years, electromagnetic super high-frequency (UHF) range radiation has become rather widely 
used for processing polymeric materials [1]. 
 
To detect changes in the chemical composition, physical properties, and surface structure as a result of 
microwave radiation, the following methods are used: measuring the rate of mass loss (gravimetric 
method) [2], FTIR spectroscopy, scanning electron microscopy, NMR spectroscopy, methods for 
determining the wettability of the membrane surface and others [3-6]. 
 
The change in the mass of the membranes after treatment with microwave radiation characterizes the 
speed of the etching process. The change in the mass of the membranes is determined by the gravimetric 
method: they measure the mass of the membranes before and after treatment, taking into account the 
processing time. 
 
To obtain data on the composition and structure of the surface layer of a polymer, IR spectroscopy 
methods are used. The method of IR- spectroscopy allows obtaining data on the chemical structure (group, 
bond) of the surface and in the surface layer before and after etching or polymerization. The use of 
modern devices (FTIR spectrometers) allows not only to obtain high resolution absorption bands, but also 
to fix concentration profiles in certain structures to a depth of 10 nm. The method allows establishing the 
formation of functional groups of different chemical nature or change their number (for example, 
structures containing nitrogen, oxygen, fluorine, chlorine and others), fix the detachment of molecules and 
crosslinking in the surface layer, as well as inoculating a new layer on the surface [7]. Literature data, and 
reference books are used for the assignment of absorption bands [8-9]. 
 
The method of electron- microscopy (SEM) which is widely used to establish the surface scanning structure 
of membranes [6, 10], allows obtaining important results in the study of thin polymer layers applied on a 
surface by microwave polymerization. Using SEM, one can confirm the fact of a change in the surface 
  
structure of membranes as a result of etching the surface, applying a new polymer layer on a substrate. 
The method also allows for control the presence of powdered polymer in the structure of the deposited 
coating. The SEM also makes it possible to record changes in the roughness profile and the 
supramolecular structure of polymers when they are etched by microwave radiation. 
 
In this work, microfiltration membrane made of nylon is subjected to microwave radiation. Nylon 66 is a 
polyhe xamethylene adipamide which belongs to the group of synthetic polyamides. The molecular formula 
of nylon is: [—HN (CH 2NHOC (CH 2) 4 CO—] n. The structural formula of nylon 66 is shown in [Fig. 1]. 
 
In the crystalline regions, the nylon macromolecules have a flat zigzag conformation with the formation of 
hydrogen bonds with neighboring molecules between carbonyl oxygen atoms and the neighboring amide 
groups of hydrogen atoms. Therefore, nylon has a higher physical and mechanical properties than 
polyesters and polyalkenes, a higher degree of crystallinity (40-60%), and glass transition and melting 
temperatures. 
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Fig. 1: The structural formula of nylon 66. 
…………………………………………………………………………………………………………………………… 

 
In subsequent studies, the surface layer of nylon membranes was studied using IR spectrometry and 
scanning electron microscopy. 
 
In the work [6], the authors studied the effect of functionalized multi-layer carbon nanotubes of sodium 
dodecyl sulfate on the characteristics and performance of polyacrylonitrile (PAN) membranes. Mixed matrix 
membranes were obtained by mixing solutions and with the use of phase inversion methods. After 
acidification, the membranes then were functionalized with an amino group using microwave radiation. 
The resulting membranes were examined by SEM, field emission electron microscopy (FESEM), atomic 
force microscopy (AFM), measurement of the wetting angle with a drop of water, and FTIR spectroscopy. 
The hydrophilicity and 
  
productivity as to distilled water increased with the addition of additives. The results showed that both 
supplements improve the performance parameters of the PAN membrane. 
 
In [11], nylon fibers were modified with 2-acrylamido-2-methylpropanesulfonic acid (AMPS), and the 
polymerization was carried out using microwave radiation. The obtained nylon fibers were investigated by 
infrared Fourier spectroscopy, and with the use of SEM. Chromatographic properties were also studied, 
including permeability, and the degree of separation of proteins. The modified phase of the fiber showed 
an increase in the dynamic filtration rate during the polymerization by microwave radiation. 
 
Using microwave radiation, the authors of the work [12] obtained the cation-exchange phase of nylon-
COOH for ion chromatography. Polyacrylic acid was grafted onto nylon fibers by radical polymerization with 
microwave radiation. The surface of the obtained fibers was investigated by the method of infrared Fourier 
spectroscopy and SEM. The obtained IR spectra contained an absorption band of 1722.9 cm -1 
corresponding to the vibrations of the –COOH group. The authors concluded that polymerization under the 
effect of microwave radiation has great potential as a generalized methodology for modifying the surface 
of polymers. 
 
In [13], the authors modified the membrane made from nylon by microwave radiation, which was used to 
filter nitrogen. The radiation power was 100 Watts. The authors investigated changes in the physical 
properties of the surface using scanning electron microscopy. The authors found that the transmittance of 
nitrogen atoms is 20% after treatment of the membrane with microwave radiation for 1 minute. After 
increasing the processing time of microwave radiation up to 30 minutes, the transmittance of nitrogen 
atoms has become to 50%. According to the results of SEM studies, the authors found an increase in the 
pore sizes of membranes from 5 to 10 microns depending on the processing time. The results of FTIR 
spectroscopy confirm the formation of C-N bonds by etching the surface. 
 
In the above work, methods of IR- FTIR spectroscopy, scanning electron microscopy, methods of NMR 
analysis and weight methods were used to establish the changes in the composition and properties of the 
surface layer of membranes, after treatment with microwave radiation. The processing of polymer 
membranes with microwave radiation led to an increase in the pore size, an increase in the specific 
productivity, a change in the wettability of the surface, and an increase in the level of crystallization of the 
polymer. 
 
METHODS 
 
To improve the performance and degree of separation of oil emulsions, we modified thin-film 
microfiltration membranes made of nylon by microwave radiation in the decimeter wavelength range 
without heat exposure using the MS-6 laboratory microwave system. During processing, the following 
parameters of the MS-6 installation were established: power 750–1500 W, operating frequency of 2450 
MHz, temperature 24 ° С, processing time from 10 to 60 min. 
 
A microfiltration polymer membrane of nylon with an average pore size of 0.45 μm and a diameter of 47 
mm was used as the initial membrane for modification. 
 
To assess the effect of microwave radiation on the membrane, we determined the mass of the 
membranes before and after treatment using an analytical balance with an accuracy of 0.00001 g. 
 
The moisture capacity of the initial and modified membranes was determined using a brand A & MD 
moisture analyzer. 
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The study of the infrared spectra of the samples was carried out on the infrared Fourier spectrometer 
"InfraLUM FT-02". IR Fourier spectrometer allows obtaining a high resolution of the absorption bands. The 
method allows for the formation of functional groups of different chemical nature or a change in their 
number to identify. The reference book [10] was used to assign absorption bands. 
 
A change in the surface structure of the membranes was recorded using a LEO-1430 VP scanning electron 
microscope manufactured by Carl Zeiss. The samples were glued onto aluminum plates, the surface of the 
membranes was sprayed with gold, using the method of cathode sputtering in argon and viewed in the 
high vacuum mode. 
 
RESULTS AND DISCUSSION 
 
The change in mass and moisture capacity of nylon membranes after microwave processing in air is 
presented in [Table 1]. 
 

Table 1: Membrane weight loss and moisture capacity reduction after microwave treatment in air 
 

The name of the 
membrane Processing time (min) 

The decrease in the 
mass of the membrane 

Δ,% 
Moisture content,% 

Nylon 

- - 79.0 
10 0.12 76.5 
30 0.25 73.7 
60 0.33 70.4 

 
After 10 minutes of membrane treatment with microwave radiation in an ammonia vapor medium, the 
weight of nylon membranes has decreased by 0.12% of the initial mass, and with an increase in 
processing time up to 60 minutes the membrane weight decreases by 0.33%. With an increase in the 
processing time of microwave radiation, the water capacity of the nylon membrane decreases from 79% to 
70.4%. 
 
[Fig. 2] shows the infrared absorption spectra of the original and processed by microwave radiation in an 
atmosphere of air nylon membrane. 
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 2: IR absorption spectra of nylon before and after treatment with microwave radiation in an air 
environment for 30 minutes. 
…………………………………………………………………………………………………………………………… 

 
 
Nylon 66 absorption bands within the range of 650–3500 cm – 1, corresponding to a peptide bond. The 
absorption bands of 680 cm -1 , 726 cm -1 , 935 cm -1 correspond to out-of-plane deformation vibrations 
of the 2.5-substituted C – H bonds. The region of the absorption bands of 1200–1274 cm –1 refers to the 
vibrations of C – O bond. The absorption bands of 1370 cm -1 , 1475 cm -1 , 2855 cm -1 , 2869 cm -1 
correspond to the vibrations of –CH 2 - bond , the absorption band with a wave number of 1640 cm–1 
characterizes the deformation vibrations of the carbonyl group, and the 1540 cm –1 band characterizes 
the deformation vibrations of the N – H bond. The absorption band characterized by a wavenumber of 
3050 cm -1 is associated with the deformation vibrations of the N – H bond of the secondary amide, and 
the absorption band of 3300 cm –1 refers to the stretching vibrations of the N – H bond of the secondary 
amines R2NH. These absorption bands are also present in the spectra of other compounds containing 
secondary amide groups, such as proteins, but other bands in the absorption spectrum of nylon 66 are 
specific only for this class of polymers, which makes it possible to identify them [14]. 
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After processing the nylon membrane for 30 min in air, an increase in the intensity of the IR spectra is 
observed in the entire range of the absorption bands of 650–3500 cm – 1. New absorption bands of 
2340 and 2358 cm -1 also appear that can be attributed to the vibrations of the bonds of the amine salts 
R 2 C = NH + -, or the diazonium salts –N 2 + [15]. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 3: Image of the surface of the original (left) and microwave treated in air (right) membrane with 3000x 
magnification. 
…………………………………………………………………………………………………………………………… 

 
Images of the original surface and the surface modified by microwave radiation in the air environment for 
the membranes with 3000x magnification obtained by electron-scanning microscopy are presented in [Fig. 
3]. 
 
As it follows from the above photographs, the morphology of the original membrane surface undergoes 
changes after being treated with microwave radiation in air. If the initial membrane ([Fig. 3], left) is a set of 
pores with sizes from 0.2 to 1 μm, then after modification, the stuck and melted areas could be observed 
on the membrane surface ([Fig. 3], right). It is also seen from the figures that the pore size in some areas 
of the membrane after treatment increased to 2 microns.  
 
The processing of microwave radiation in air leads to a loss of mass of the membranes; when processing a 
membrane made of nylon for 60 minutes, the loss of mass is 0.33%. The mass of the membrane is 
reduced by etching the surface layer. 
  
The etching rate of the membrane surface depends on the nature and degree of crystallization of the 
polymer: the etching rate of the amorphous regions is higher, this is due to lower density and greater 
diffusion of the reaction gases. 
 
With an increase in processing time up to 60 minutes in air, the water capacity of the nylon membrane 
decreases from 79% to 70.4% when processed within 60 minutes. The decrease in moisture capacity of 
the nylon membrane as a result of processing is associated with crystallization of the polymer. 
 
An increase in the intensity of the absorption bands in the entire range of 650– 3500 cm – 1 of IR spectra 
after the membrane has been treated with microwave radiation in air is associated with etching the 
surface and destroying the defective areas of the surface layer and pores of the membrane. New 
absorption bands of 2340 and 2358 cm -1 also appear, what can be attributed to vibrations of the bonds 
in amine salts, R 2 C = NH + -. Either the appearance of these bands in the IR spectrum is associated with 
the formation of diazonium salts –N 2 +. Changes in the composition of the membrane identified by IR 
spectrometry studies are associated with oxidation by atomic nitrogen contained in the air. 
 
After processing the microwave radiation of a nylon membrane surface ([Fig. 2], right), stuck together and 
melted areas are observed. It is also seen from the figures that the pore size in some areas of the 
membrane has increased after processing. The increase in membrane pores is also confirmed by an 
increase in the specific performance of the membranes. 
 
CONCLUSION 
 
The results of the study of membrane surfaces by FTIR spectroscopy and electron microscopy showed that 
as a result of microwave treatment in atmospheric air for 30 minutes, changes are observed in the surface 
layer of the membranes. The intensity of all the bands within the IR spectrum of the treated membrane 
increases, and after the treatment, new absorption bands appear that belong to the nitrogen-containing 
groups. Melted areas on the membrane surface and an increase in the pore size up to 2 μm are observed; 
that leads to an increase in the specific productivity of the membranes. 
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