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ABSTRACT
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Clustering is an important mission in the field of machine learning, pattern recognition and web mining. Revised on: 20"-May-2015
Handling uncertain data in the information system is one of the key research topics in the vicinity of Accepted on: 26" June-2015

knowledge representation. Number of clustering algorithms are available [23][6][12]27]; but many of
those algorithms are challenging when dealing with uncertain data. The aim of the paper is to tune two
existing rough c-means and fuzzy c-means and integrate them into a tuned hybrid soft clustering

algorithm termed as the tuned rough-fuzzy c-means algorithm. Rough c-means is extremely sensitive to
the initial placement of the cluster centers. The proposed algorithm is enhanced by introducing dynamic
centroid computation. The proposed algorithm performance is compared with the existing rough c

1 means, fuzzy c-means, and rough fuzzy c i means approaches. The effectiveness of the algorithm is
verified on real and synthetic datasets.
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INTRODUCTION

Nl ) @)

Cluster analysi$l] is a technique for finding natural groups predarthe data. It divides a given data set into a set of
clusters in such a way that two objects from the same cluster are as similar as possible and the objects from diff
clusters are as dissimilar as possible. Clustering techniques have beewvetjfapiplied to a wideange of engineering
and scientific disciplines such as pattern recognition, machine learning, psychology, biology, medicine, computer vis
communications, and remote sensing. A number of clustering algorithms have been prapesed different
requirements. Clustering is categorized as hard or soft in nature .Soft clusters may have fuzzy or rough boun
hard clusters, the elements which are similar to each other are placed in the same cluster. The elements who
differ with each other drastically are placed in different clusters. Soft clustgrifjchelps researchers to discove
overlapping clusters in many applications such as web mining and text mining. Hence soft clusters may have t
of boundaries 1) lzzy boundary 2) Rough boundary. Fuzzy clusters need an association degree to distingui
element present in the cluster. The elements in the rough clusters are distinguished with the help of bounda
The relations between rough sets and fugeis were compare@, 4]. On the whole, both theories deal with t
difficulty of information granulation: the theory of fuzzy sets is centered upon fuzzy information granulation, wh
rough set theory is paying attention on crisp information gréinula

=

Data generation methods create uncertain, incompleteness, and granularity in information system which
inaccurate result in data analysis. Rough set theory is a valuable tool for data mining. In the past few years thg
of basic rougtsets has been extended in many different directions. The original rough set theory proposed by
[18-20] is based upon equivalence relations defined over a universe. It is the simplest formalization of indiscer
However, it cannot deal with mumber of uncertain problems in real information systems. This has direct to num
significant and motivating extensions of the origigab nc e pt . B e #nda@¥106, 41] if the angthercmost
popular soft clustering algorithm for many real ipplications in a very diverse range of domaktgneans is one of
the most extensively used partitioned based clustering algorithms and it is extremely sensitive to the initial place
the cluster centers. Numerous initialization methods have begwoged[15] to deal with this problem. Efficient
hybrid evolutionary data clustering algorithmMNCI [9] has been presentéa handle high dimensional data and large
cluster.Fuzzy clustering is suitable to classify ordered sequences in human guaittéyn analysig22]. However, the
majority of the present fuzzy clustering modul8s 4, 16] packaged in both open source and commercial products
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have lack of enabling users &xplore fuzzy clusters extremely and visually in terms of examinatiatifiefent
relations amongclusters.

Attribute weightedfuzzy clustering has became a very active area of research and interval number has bee
introduced for attribute weighting in theveighted fuzzy emeans (WFCM) clustering approa¢h3, 25]. The
existing fuzzy and rough clustering approaches have befered based on the concept of shadowed sets. Shadowed
clustering[26] has been presented which serves as a conceptual and algorithmic bridge between the FCM and RC
Much work has been carried owing rough emeans, fuzzy-eans and rough fuzzymeans in data clusteringhe
extensive survey of the significant extensions and derivatives of soft clustering approaches have bedh, studied

In this papertunedrough fuzzy emeans clustering appach is proposed to resolve the uncertainty of information
system.

s
s
=
-
Q
o
°
a

This paper focuses on traditional rough fuzzmeans and tuned rough fuzzymeans approaches for handling
uncertainty presenis the information systeni he remainder of this paperdsganized as follows. Thatroduction
about thework is discussed isection 1 In Section 2 traditional soft clustering algorithms are discusseder
materials and methodSection3 investigatesexperimental analysis dfined soft clustering algorithfior uncertain
data.Section 5 discussggrformances ahe proposedalgorithm and this paper concludes in section 6.

MATERIALS AND METHOD

Traditional soft clustering

SHL

Fuzzy sets and roughsets [27-31] were incorporated in the c-means framework to develop the fuzzy c-means (FCM) [10], rough c-
means [6, 8, 12, 23, 24] and roughi fuzzy c-means (RFCM) [21, 23] algorithms, respectively. While membership in FCM enables
efficient handling of overlapping partitions, the roughest [17, 19] deal with uncertainty, vagueness and incompleteness of data in terms
of upper and lower approximations.

=

Rough G-means

Rough c-means algorithm was introduced by Lingras, which describes a cluster by its centroid and its lower and upper
approximations. In rough c- means, an object can belong completely in one cluster or can be in the uncertainty region or boundary of
two clusters. The lower and upper approximations are weighted differently. In each iteration step of the algorithm, the distance of
objects from the cluster centroids are computed and if  the difference between the two lowest distances is less than a specified
threshold value the element is placed in the boundary of the two clusters. Otherwise, the element is placed in the cluster for which the
distance is the minimum.

Fuzzy C-means

N =l g &)

Developed by Bezdek, the fuzzy C-means algorithm is a powerful method to classify fuzzy data by using the concept of objective
function. This approach which minimizes the objective function is expressed in the form of an iterative algorithm makes it possible to
reach at an optimal solution, where the solution space is of infinite cardinality. In fuzzy c-means data may belong to one or more than
one clusters. It brings in the concept of having membership values. Each object will have a membership in every cluster; which
represents the degree to which the element belongs to the cluster. So, here also the clusters are not disjoint. The multiple
membership of data models uncertainty of elements belonging to clusters.
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Rough-Fuzzy C-Means

It combines the concepts of rough set theory and fuzzy set theory. It has been established that the rough membership function is more
general than the fuzzy membership function. However, this generalized membership function has some costs to pay as it does not
provide a formula to find the membership values for union and intersection of rough sets. However, in fuzzy set theory we have
definite formulae for the computation of the membership values. Thus the hybrid algorithms takes care of both the features by
providing membership values to elements as well as modeling vagueness in data through the boundary concept. The concepts of
lower and upper approximations in rough set deals with uncertainty and, vagueness whereas the concept of membership function in
fuzzy set helps in enhancing and evaluating overlapping clusters.

According to rough set theory if ao¥ 67YQhen object Gxis contained completely in cluster “Yoand if then object cxbelongs to cluster Yo
and also belongs to another cluster. Hence according to fuzzy set theory the objects in boundary approximation should have different
degree of membership on the clusters. So in RFCM the membership values of objects in lower approximation are ‘ -@= 1 while for
those in boundary region are determined by the membership values.
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1. Assigniniialmeansv,i =1, 2, 3, é., c. Chltoasned vtah rueesstdof Setiterbtionezonditef tle r
Compute membership p; by equation (1) for ¢ clusters and n objects.

3. If w; and p be the two highest membership value of x; and (i - i) O &, ; It A(@n) and x k A(b) . Furthermore, x; is not
part of any lower bound.
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Otherwise, x; I A(bj) .In addition, by properties of rough sets, x; i A(bi) .

Modify p; considering lower and boundary regions for ¢ clusters and n objects.
Compute new centroid as per equation (1).

N oo A~

Repeat steps 2 to 7, by incrementing t, until |ut-1)-w( t ) | > U
) itA(b ), Bib
?W3 G w B
visi G it _Ab) J (BY
b DL ifAl) =) Bib
Xj Dl=l a (m )mlxj' where " = (nﬂ )ml

=+ a d
AG)Ix;i ) " xji B4) xjl B4 )

| A(b;) | represents the cardinality of A(5;).0< w<w<1

Tuned soft clustering

In particular the recent promising developments in the fusion of soft cluster algorithms show the need for approaches that holistically
address uncertainty. Hence, soft clustering will continue in the attention of researchers and most likely attract yet more practitioners in the

[l ground of data mining in support of their real life applications. The objective of this paper is to analyze Georg Peters [6] cluster algorithm
rigorously and point out potential for further development. Based on the analyze we have presented a tuned rough fuzzy cluster algorithm
and apply it to synthetic and real time market data.

Tuned r ough C-means [6]

19

Lingras et.a[12] discussed rough clustering algorithm. Georg Peters evaluated Lingras et al. rough cluster algorithm and recommended
some alternative solutions. This led to the new refined rough k-means algorithm.

e

Georg Peters cluster rough cluster algorithm goes as follows:
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(‘ (a) Initialization: Randomly assign each data object to exactly one lower approximation. Hence, the data object will also belong to the
upper approximation of the same cluster.

(b) Calculation of the new means. The means are calculated as follows:

— X

mk =Wy o a Eall} + - _—_n
Xni Gl xn G (O
with W+ i %

Now, the lower approximation of each cluster always has at least one member. Therefore ‘% ‘ . /. "k and by definition

K],/

(c) (i) Assign the data objects to the approximations. Assign the data object that represents a cluster to its lower and upper
approximation.

1. Find the minimal distance between cluster k and all data objects n and assign data object | to lower and upper
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approximation of cluster h:

A0X.m) = min 4. M) ¥ X TG B R
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2. Exclude X| andmy . If clusters are left i so far, in the above step (a) no data object has been assigned to them

T go
back to Step (a). Otherwise continue with Step (ii).

(if) For each remaining data point Xm'( m=1, 2, é. .-K)d&krmingitst dlosest=riean mpy:

min o . o
dmp = d(Xm, mp) = min  d( Xy, nk)
’ k=1,...K

Assign X;n to the upper approximation of cluster h.

(iii) Determine the mean m; thatarealsoclosetox‘m. Take the relative distance as define
threshold

é - - [
T d(Xm, m [
o) T'=]t: (_m k) ¢z B Kk |
1 T [
i d(Xm, Mh) \

I f T R,jis aleo close to at least one other mean mt besides mp).

Then Xml G.,"t IT".

Else Xm Sh

&M

(d) Check convergence for the algorithm. If the algorithm has not converged continue with step 2 else stop.
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George peters refined rough c-means algorithm by replacing boundary into upper approximation in mean computation

Tuned rough fuzzy C-means

The algorithm as presented by Lingas et al. is numerical instable since there are data constellations where lower approximation is empty

in some cases. The clusters will be weak if there is no representative the proposed algorithm ensures that each lower approximation has

at least one member. It is implemented by assigning the data point that is closest to a mean to the lower approximation of the cluster.
Otherwise the cluster seems to be weak since it has no sure representative. We have used relative distance represented by George
peters instead of Lingrasdé et al . abs ol uimeandis one odthecrost entersiselyused t o d
partitioned based clustering algorithms and it is extremely sensitive to the initial placement of the cluster centers. Numerous initialization

methods have been proposed [15] to deal with this problem. Here, we also addressed the solution for selection of cluster centers.

The tuned rough fuzzy c-means as follows:
Algorithm: Tuned Rough Fuzzy C-means

1Assign initial means Vi, i =1, M amld ét hr es haCl8eb ietiton codteru e s 1
t=1.
2 Compute membership pij by equation (2) for ¢ clusters and n objects.
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31f Oij and Oik be the two highest menib¥y)sand giVa)ue of xj
Furthermore, xj is not part of any lower bound.

4 Otherwise, xj I A(6i) . In addition, by properties of rough sets, xj | A4) .

5 Modify pij considering lower and boundary regions for ¢ clusters and n objects.

6 Compute new centroid as per equation (2). B .
7 Repeat steps 2 to 7, by incrementing t, until |pij(t-1)-O0i j (t )| > U
~ A(D)./ Bib
W C w By
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|A(b,)| represents the cardinality of A(6,). 0< W <w<1

Selection of initial centroid for rough fuzzy C-means algorithm

SHL

Step 1: From n objects calculate a point whose attribute values are average of n objects attribute values. Hence, first initial centroid
is average on n- objects.

-’ Step 2: Select next initial centroids from n-objects in such a way that the Euclidean distance of that object is maximum from other
selected initial centroids.
Step 3: Repeat step 2 until we get k initial centroids.

L From these steps the initial centroids are derived and tuned rough fuzzy c-means algorithm is tested for the dynamic centroids and
random centroids.
RESULTS

Experimental analysis

The traditional soft clustering algorithms such as rougheans(RCM), Fuzzy @ears (FCM), Rougkruzzy G
means(RFCM), Roughtuitionistic-fuzzy Gmeans (RIFCM) and proposed tuned rough fuzmyeans (TRFCM)
algorithms are implemented using Java.UCI Machine Learning Repository, Wholesale customers [R8}asSet
used to evaluat the performance of the abowaid algorithms. The data set refers to clients of a wholesa
distributor. It includes the annual spending in monetary units on diverse product categories. The centroid for
for the algorithms are given in the Table 1. Taditional and tuned soft clustering algorithms are tested wit
random centroid selection and proposed-entroid con

UeZnor

~APPL. SOFT COMPUTING IN BIOINFORMATICS
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Table: 1. Comparisons of Centroid formulae of the various soft clustering algorithms

Algorithm Formula for Centroid calculation

~ IfA(b) ./ Bib
W Aw 3B

A if_ey) 4 (BY
B if o) 7 (B
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s Output - newRCM (run) = |
é w Clustezr Iow Uppex Total
= 1 0 10s 108
£ Wi 2 18 19 37
g B 3 s3 23 es
= s 210 23 233
(@]

= s 0 124 124

DS Index: 12.046244
oo succESSTUL (total time: 1 second)
RCM - Random Centroids

Output - MOJRCM (run) * |

w Cluster Low Upperx Total
w 1 112 180 292
- 2 108 15 124
3 b § 1] p §
& 4 i8 78 Sé
S S 121 126

DB Index: 2.912782
BUILD SUCCESSEUL (total time: 1 second)

RCM - Computed Centroids

Fig: 1. a §
s
S utput - el run) X ¢ o
(W w o 8 S
[ Iw Clusvez 1 @ 2.10617680 of (2.0, 3.0, 12669.0, 9656.0, 7561.0, 214.0, 2674.0, 1338.0)  1.1369986% of (2.0, 3.0, 7087.0, 9020.0, %
9 Cluscer 2 : 95287280 of (2.0, 3.0, 12669.0, 9686.0, 7861.0, 214.0, 2674.0, 1338.0)  97.47612% of (2.0, 3.0, 7067.0, 9810.0, =
C I Cluster 3 : 0.94507130 of (2.0, 3.0, 12663.0, 9656.0, 78€1.0, 214.0, 2674.0, 1338.0]  0.4919163% of (2.0, 3.0, 7087.0, 9810.0, é
I .& Cluscer § @ 11254884 of (2.0, 3.0, 12669.0, 9686.0, 7861.0, 214.0, 2674.0, 1330.0)  0.5940681% of (2.0, 3.0, 7087.0, 9810.0,?5 8
: Clusser § @ 0.57454324% of (2.0, 3.0, 12669.0, 9686.0, 7861.0, 214.0, 2674.0, 1338.0) 0.3028948% of (2.0, 3.0, 7087.0, 9810.0, g
S 18 Index: 3567608 | 2
| BUILO STCCESSIVL (vocal time: | sected) HEM-Ranlom Contraids d E‘LE
Outpt- modfCll un) ¥ g

Clusver 1 : L.IGIS362Y of [2.0, 8.0, 12669.0, 9686.0, 76610, 210.0, 2674.0, 1338.0)  0.6I0M66S8 of [2.0, 3.0, 7067.0, %810.C*
Clugter 2 : 95.5820%0 of (2.0, 3.0, 12669.0, 5656.0, 78610, 214.0, 2604.0, 1338.00  97.6L4068 of (2.0, 3.0, 7087.0, 9810.0,
Cluster 3 + 0.S904L8660 of (2.0, 3.0, 12669.0, 9656.0, 79610, 214.0, 2674.0, 1388.0) 0314853634 of [2.0, 3.0, 7087.0, 3810.(
Cluser 4 : 1.72609280 of [2.0, 3.0, 12669.0, 9686.0, 76610, 214.0, 2674.0, 1338.0)  0.93867%40 of (2.0, 3.0, 7087.0, 9810.(
Cluster § : 0.969054648 of (2.0, 3.0, 12669.0, 9656.0, 76610, 214.0, 2674.0, 1338.0)  0.518382€5% of (2.0, 3.0, 7087.0, 9810.(
08 Index: 3.4675418

SOILD SUCCESSEVL (voval vime: 3 seconds)

=] Bbm = =

FCM -Computed Centroids

Fig: 1.b
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| Output - newRFCM (run) = | &

F Cluster Centroids: 1
w |

(0.89563507, 0.81716€96, 0.11187412, 0.24098556, 0.265953185, 0.039%260767, 0.27681315, 0.060845073)
= (0.97333708, 0.9571680, 0.00732688¢, 0.13179567, 0.15767886, 0.026600847, 0.1852012008, 0.03751840¢)
& | [0.5674363, 0.07447702, 0.00284676, 0.108631395, 0.13158003, 0.049091958, 0.125084€, 0.035156276¢)

(0.008760687, 0.6802331, 0.312331778, 0.040334666, 0.04471679, 0.06212637, 0.02186173, 0.029163156)

(O.56010%26, 0.1551945¢, 0.00925904, 0.1125%407, 0.129%0202, 0.049526602, 0.126296%, 0.03851220%97)

610 geollr mmm

Cluster Output :

Cluster 1 : 40.8083%% of (2.0, 3.0, 26373.0, 36423.0, 22019.0, S51854.0, 4337.0, 16523.0) 42.953256% of (2.0, 3.0, 41313.0, 20484.C
Cluster 2 : 100.0% of (2.0, 3.0, 126€69.0, 9656.0, 78661.0, 214.0, 2€74.0, 1330.0) 100.0% of (2.0, 3.0, 7087.0, 9910.0, 98¢
Cluster 3 : 7.302593% of (2.0, 3.0, 26€373.0, 36423.0, 22019.0, S5154.0, 4337.0, 16523.0] 2.2620869% of (2.0, 3.0, 4113.0, 20484.0,
Cluster 4 : 100.0% of (1.0, 3.0, 13265.0, 1196.0, 4221.0, €404.0, 507.0, 1700.0) 100.0% of (1.0, 3.0, $963.0, 3640.0, €15
Cluster § : 2.269%043% of (2.0, 3.0, 26373.0, 36423.0, 22019.0, 5184.0, 4337.0, 16€523.0] 2.6€181295% of (2.0, 3.0, 4113.0, 20484.C

Cluster Low Upper Total

: ° 128 128
2 80 128 208

3 ° 128 128 . 1
. 238 128 360 RFCM-Random Centorids

s 0 128 128

DB Index: 13.024282
BUILD SOCCESSIUL (total time: 1 second)

| Output - MOJRFCM (run) * =

tw. Cluster Centroids: -
W |

({0.0027993044, 0.9006208, 0.070210185, 0.039808472, 0.039439002, 0.04640808818, 0.020278862, 0.02177282)
=] (0.955481085, 0.84448624, 0.08325519, 0.137528504, 0.16085700, 0.026401952, 0.1625405, 0.034524433)
a‘ (0.024769021, 0.7666534, 0.20156415, 0.45303418, 0.10208912, 0.45927042, 0.025878085, 0.712%39%9)
(0.7033558, 0.050052088, 0.0627764, 0.12777407, 0.16680793, 0.043301177, 0.16666293, 0.035040630)
(0.0041502523, 0.9018314, 0.27924973, 0.053796224, 0.052083004, 0.09363%03, 0.018833991, 0.04053063)

Cluster Output :

o
9
C
I
9
\’
I‘l
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Cluster 1 : 100.0% of (1.0, 3.0, 13265.0, 1196.0, 4221.0, €404.0, 8507.0, 1782.0) 100.0% of (1.0, 3.0, 5963.0, 3648.0, 615
Cluster 2 : 100.0% of (2.0, 3.0, 12669.0, 9656.0, 7861.0, 214.0, 2674.0, 1330.0) 100.08 of (2.0, 3.0, 7087.0, 9810.0, 98¢
Cluster 3 : 1.7117984% of (1.0, 3.0, 18015.0, 3610.0, 11107.0, 13408.0, 2134.0, 2963.0) 1.31785183% of (1.0, 3.0, 21632.0, 1310.C
Cluster 4 : 0.94462204% of (1.0, 3.0, 19015.0, 3610.0, 11107.0, 1148.0, 2134.0, 2963.0) 0.9139257% of (1.0, 3.0, 21632.0, 1310.C
Cluster § : 100.0% of (1.0, 3.0, 31276.0, 1917.0, 4469.0, 9400.0, 2301.0, 4334.0) 100.0% of (1.0, 3.0, 43080.0, 2100.0, 2¢

Cluster low Upper Tozal

i 138 149 87

2 102 149 2580

3 1 149 150 .

. 2 Sas Tos RFCM-Computed Centorids 4
s 33 149 182

D8 Index: §.270382

BUILD SUCCESSIUL (total time: 1 second)

Fig: 1.c
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| Output - RewRIFCM (run)

| Cluster Centroids:

‘t>\ [0.9461883, 0.93477376¢, 0.0872927¢, 0.36125605, 0.20806340, 0.027063306, 0.20%42550, 0.037975004)

| [0.93269826, 0.74%1826¢, 0.17170061, 0.4253329, 0.4029503¢, 0.04009%095, 0.53508530¢, 0.08701778)

eaf [0.744497, 0.02706799, 0.06629436€, 0.3123260204, 0.187726€63, 0.046937308, 0.318543%041, 0.036%0495)
(0.0087543106, 0.€7200667, 0.12000689, 0.047530004, 0.0433239%¢, 0.06101714, 0.02043%42¢, 0.02%27¢02M)
(0.9437978, 0.9129%6€7, 0.310131788, 0.0%374882, 0.310495123, 0.0208530672, 0.0%381887, 0.03612220¢¢)

Cluster Output :

Cluster 1 : 100.0% of (1.0, 1.0, 0.08352748, 0.15025342, 0.20347716¢, 0.013637829, 0.10180422, 0.04370046)
Cluster 2 : €.7926303% of (1.0, 1.0, 0.029%0716¢, 0.072018376, 0.13%00836, 0.0719%082, 0.14633548, 0.036316227)
Cluster 3 : 3.4571121168 of (1.0, 1.0, 0.0299%0716¢, 0.072018376, 0.139%00836, 0.0719%052, 0.14633548, 0.036316227M
Cluster 4 100.08% of (0.0, 1.0, O0.31025445, 0.0155350575, O0.045463053, 0.10484289, 0.012345679, 0.037234¢04)
Cluster § 100.08% of (1.0, 3.0, 0.31294004, 0.13072723, 0.081464136¢, 0.0031063047, 0.06854272, 0.027847309)

Cluster Llow Upper Total

3 6 107 i3

2 < 107 ii3

3 i 107 138 .

. o i e RIFCM-Random Centorids
3 47 107 i54

D8 Index: €.178%24¢

BUILD SUCCESSIUL (total time: 2 seconds)

€7.79187% of (3.
15.2479%23% or (2
7.452865% orf (1.
100.0% of (0.0,
100.0% of (1.0,

Output - MORIFCIM (run) ™ |

w Cluster Centroids:
=] [0.002842245, 0.079%137, 0.07940321, 0.0408500837, 0.04026897¢, 0.04€24520, 0.021077733, 0.0220820¢8)
ea! (0.7204002, 0.70%1971, O0.0954261, 0.12496413, 0.14306265, 0.03721334, 0.339%0213, 0.0339759)

| (0.018254017, 0.7635806, 0.27022503, 0.44%309%¢, 0.179%1685869, 0.45467040, 0.0234620850, 0.7119%61)

[0.7091294, 0.010020935, 0.0€€3407, 0.312177020, O0.1880567¢, 0.04596%225, 0.15855098%, 0.034%303)
(0.0020%63630, 0.97584234, 0.27662557, 0.056265853, 0.053420953, 0.09731744, 0.0109%6793, 0.0403%6970)

Cluster Output @

Cluster Low Upper Total

Cluster 1 : 100,08 of (0.0, 3.0, O0.310235445, 0. 01553505875, 0.045463053, 0.10404199%, 0.0123345¢79, 0.03733¢000)
Cluster 2 : 100.0% of (1.0, 1.0, 0.31129%4004, 0.313072723, 0.08146416, 0.0031063047, 0.0684272, 0.027047309)
Cluster 3 : 5.€%031€7% of (0.0, 1.0, 0.3€77426€2, 0.040404004, O0.21960404, 0.020457038, 0.05219%¢€08, 0.061743040)
Cluster 4 :© 3.2730243% of (0.0, 1.0, 0.36774362, 0.040404004, 0.13960404, 0.010457038, 0.08219%600, 0.061743040)
Cluster 6 : 100.0% of (0.0, 3.0, 0.27008473, 0.0253529%¢, 0.04813653, 0.15431405, 0.058250047, 0.0%03421)

100.0% of (0.0,

100.0% of (1.0,
4.884282
2919470

100.0% of (0.0,

1 139 120 267
2 122 120 249
3 3 120 129 —
. e 128 146 [
s 33 120 161 |=
08 Index: §.504319% U
W..f SUCCESSTIUL (total time: 3 seconds) RIFCM-COIIlp“tedcentOMS =

| <@ :
@)
Fig: 1.d
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610 geollr mmm

Output - newRECM (run) % |
Cluste: Centzoids:

[0.9974359, 0.9769231, 0.11337482, 0.09593226, 9.11595102, 0.022663072, 0.10985477, 0.02€6459575)
(1.0, 0.98333335, 0.21442425, 0.58236705, 0.60318833, 0.043145586, 0.6€58773, 0.084620706)
[0.99670327, 0.97032964, 0.05956939, 0.1261683¢, 0.107185535, 0.03671412, 0.10877694, 0.1298938)
{0.0, 0.8868824, 0.11733575, 0.041977037, 0.041.83162, 0.05794213, 0.018193133, 0.026716366)
{0.775, 0.0037500001, C.06107472, 0.12455726, 0.16507179, 0.045733295, 0.1618548:, 0.03589783)

TR

Cluste: Output :

Cluste: Low Upper Total
30 87 117
€ 3 S

2 89 Sl
237 €2 299

15 €1 80 "
D8 Index: 7.8387375 Tuned RCM-Random Centroids

RAITIN NACTEATYTY. (earal sima 1 samand)
Output - MOJRRCM (run) =
Cluster Centroids:

LU U I

(0.0, 0.8218501, 0.08951014¢, 0.0390229, 0.0386027, 0.049406096, 0.018120985, 0.02229¢

2.0, 0.97720003, 0.08355733, 0.1346251, 0.16255602, 0.023785736, 0.15979835, 0.0367%:
I {0.0, 1.0, 0.32853016, 0.59767437, 0.21737069, 0.60004276, 0.0057809134, 1.0]

{0.823, 0.0375, 0.0599509344, 0.1333718, 0.17293385, 0.041111365, 0.17237191, 0.03553¢

(0.0, 0.9875, 0.52219987, 0.0886€69543, 0.087274864, 0.17645161, 0.030959219, 0.056458]

A

Cluster Outpus :

APPL. SOFT COMPUTING IN BIOINFORMATICS

o
9
C
I
9
\’
I‘l

19 81 100 Tuned RCM-Computed Centroids
8 28 36

DS Index : 2.8790836

BUILD SUCCESSTUL (total time: 0 seconds)

Fig: 1. e
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§ Output - refRFCM (run) % =
f_ D> Cluster 1 : 32.691067% of (2.0, 3.0, 26373.0, 36€423.0, 22019.0, 5184.0, 4337.0, 16€523.0) 100.0% of (2.0, 3.0, 44466.0, 8¢*
o W Cluster 2 : 100.0% of (2.0, 3.0, 12669.0, 9656.0, 7561.0, 214.0, 2674.0, 1338.0) 100.0% of (2.0, 3.0, 7057.0, 9810.0, 98¢
%J- Cluster 3 : 7.5190835% of (2.0, 3.0, 26373.0, 36423.0, 22019.0, 5184.0, 4337.0, 16523.0) 3.599629% of (2.0, 3.0, 4%9€7.0,
Q ¥ Cluster 4 : 100.0% of (1.0, 3.0, 13265.0, 1196.0, 4221.0, €404.0, 507.0, 1788.0) 100.0% of (1.0, 3.0, 5963.0, 3648.0, €1
© & Cluster § : 14.649023% of [2.0, 3.0, 26373.0, 36423.0, 22019.0, $184.0, 4337.0, 16523.0) 8.088778% of (2.0, 3.0, 4967.0,
Cluster low Upper Total
1 7 78 8s
2 ) 78 169
3 1 78 92
i 236 78 34
s 14 7% 52 Tuned RFCM-Random Centroids
DB Index: 3.9501686
BUILD SUCCESSIUL (total time: 2 seconds k|
'mw-umcu(m) “ s
w Cluster 1 : 100.0% of (1.0, 3.0, 13265.0, 1196.0, 4221.0, €404.0, $07.0, 1788.0) 100.0% of {1.0, 3.0, 5963.0, 3648.0, €1¢*
W Cluscez 2 : 100.0% of (2.0, 3.0, 12669.0, 9656.0, 756€1.0, 214.0, 2674.0, 1338.0) 100.08 of (2.0, 3.0, 7087.0, 9810.0, 95¢ |
Cluster 3 : 3.2128692% of (1.0, 3.0, 31276.0, 1917.0, 4469.0, 9408.0, 2381.0, 4334.0) 2.7234871% of (1.0, 3.0, 29729.0, 4786.C
a Cluster 4 : 1.446547% of (1.0, 3.0, 31276.0, 1917.0, 44€9.0, 9408.0, 2381.0, 4334.0) 1.3817345% of (1.0, 3.0, 29729.0, 4786.C
a Cluster § : 59.043015% of (1.0, 3.0, 31276.0, 1917.0, 4469.0, 9408.0, 2381.0, 433¢.0) 100.0% of (1.0, 3.0, 43088.0, 2100.0, 2¢

Cluster low Upper Total

1 1% 120 34
2 101 120 al
3 1 120 121
§ 18 120 138 Tuned RFCM-Computed Centroids
§ € 120 126

D8 Index: 3.69696%5

BUILD SUCCESSIUL (total time: 2 seconds

Fig: 1. f
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Fig: 1. a-f. The Cluster formation comparisons using random centroid with proposed computation centroid for traditional
soft clustering algorithms (RCM,FCM,RFCM,RIFCM) and Tuned hybrid soft clustering algorithms(TRFCM).
€Eéeééecéeécécedcéecéeécécéecéeééecééecéecéeéecée.

The clustering algorithms described are partitive, requiringspeeification of the number of clusters. The results
are dependent on the choice of ¢

DISCUSSION

There exist validity indexes to evaluate the goodness of clustering, corresponding to a given value of c. In th
paper, we compute the optimal number of clusters c0 in terms of the DB and D cluster validity indexes. The DB i
a functionof the ratio of the sum ofvithin-cluster distance to betweetuster separation.

Let {x1, . . . X } b€ @ set of patterns lying in a clustéy.. Then, the average distance between objects within the
clusterUy is expressed as:

S(Uk)zwl o
ol F 1) Wwherexi, x; & Uy, andil i 6

The betweertluster separation is defined as:
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Wherex; ¥ Uy x; # U,, such thak = |. The optimal clustering, foc = ¢, minimizes

pB=La max} St X Y)
¢ yip dGUp)

o

for10,ji .(OTheceby, the withirtluster distanc&U;) is minimized while the betweerluster separatiod(U;,
U;) gets maximized. Like DBndex the D index is designed to identify sets of clustehatt are compact and
separated. Here, we maximize fo©l, ji c.Orhe intercluster separation is maximized, while minimizing intra
cluster distances. Note that the denominator of DB is analdgdhe numerator db.

D
—_— —) o:
=

—_ =

_7.dU;Y5)
min’ ————
J

D =min
i T, ml?xS(Uk)

J

—_ =) ——) —)
— = —.

1
i %

The computation of the initiadentroids of each cluster instead of random allocation generates a lower DB in

resulting in clusters with greataccuracy. The traditional and tuned soft clustering algorithms are compared us

DB index with default initial centroidand computed itial centroids The results are shown ifablei 2 for 5
cluster andablei 3 for Tablei 4 clusters.

Table: 2. Comparisons of Clustering Algorithms using DB index with different centroids for 5 cluster

Algorithm No. of Del Epsilon DB index with default | DB index with
Clusters initial centroids computed initial

centroids

RCM ) 0.3 12.046244 2.912782
FCM 5 = 0.05 3.5671623 3.4679413
RFCM 5 0.2 0.05 6.4094977 5.577581
RIFCM 5 0.2 0.05 6.1789246 5.5049195
Tuned RCM 5 15 0.05 14.211797 2.0191371
Tuned RFCM ) 14 0.05 4.375386 2.335935

Table: 3. Comparisons of Clustering Algorithms using DB index with different centroids for 4 clusters

Algorithm No. of Epsilon DB index with DB index with
Clusters default initial computed initial
centroids certroids
14.110096 2.1260233
FCM 4 - 0.05 2.4907343 2.3366437
RFCM 4 0.2 0.05 3.1227834 2.5758417
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< RIFCM 4 0.2 0.05 4.22623 2.7078934
s
= Tuned RCM 4 14 0.05 13.310548 1.8863555
=
g Tuned RFCM 4 14 0.05 2.4247031 2.2060814
°
«

Upon analyzing the optt produced by each algorithm in terms of DB index, it can be concluded that the
efficiency of the algorithm is greatly affected by the parameters that are used for conclusion.

DB Index ofclustering algorithms with k=3 DB Index of clustering algorithms with k=4

¥
5 5 10
8 o E g4
m IDBmdex W|th default E B DBindex with default
a initial centroids a 61 initial centroids
% DBindex with computed 4 1 # DBindex with computed G
initial centroids 21 il centrolds é
S RCM FCM RFCM RIFCM Tuned Tuned 0 %
RCM RFCM RCM FCM RFCM RIFCM Tuned Tuned LL
1L RCM RFCM =
Soft Clustering Algorithms Soft Clustering Algorithms 2
©)
) =
C (a) (b) z
Fig: 2. Performance of Clustering Algorithms using DB index with different centroids (a) for 5 cluster (b) for 4 Cluster %
L Eéeééééecéééceéééececéééeceéééeceééeceééeceeéc. S
e LL
The performance of the various soft clustering algiwins are represented Figurei 2 (a) and (b)respectively. 9’_
(. The various soft clustering approaches are validated with number of cluster 4 and 5. All the approaches are z
for randomcentriod andlynamiccentriodcomputationThe Result shows that, the proposed tuned RFCM algorith mEs

performsvery well than other soft clustering approacheith respect to number of cluster and dynamic centriog
computation

CONCLUSION

Data Clustering is one of the vital research dome with a number of issues. Much of the work done in hard
clustering algorithms and a few work carried out in traditional soft clustering algorithms such as-roeghscand

fuzzy cmeans. In this papem tuned hybrid soft clusteringlgorithm termed @ tuned rough fuzzy-means
algorithm is presented. The selection of initial centroid is one of the issueséarns algorithm, which is resolved

by dynamic computation in the proposed algorithm. UCI Machine Learning Repository, Wholesale customers Dat
Set has been used to compare and validate the performance of the proposed algorithm with traditional soft cluster
approaches.
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