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Dear Esteemed Readers, Authors, and Colleagues, 
 
I hope this letter finds you in good health and high spirits. It is my distinct pleasure to address you 

as the Editor-in-Chief of Integrative Omics and Applied Biotechnology (IIOAB) Journal, a 
multidisciplinary scientific journal that has always placed a profound emphasis on nurturing the 
involvement of young scientists and championing the significance of an interdisciplinary approach. 

 
At Integrative Omics and Applied Biotechnology (IIOAB) Journal, we firmly believe in the 

transformative power of science and innovation, and we recognize that it is the vigor and enthusiasm of 
young minds that often drive the most groundbreaking discoveries. We actively encourage students, 
early-career researchers, and scientists to submit their work and engage in meaningful discourse within 
the pages of our journal. We take pride in providing a platform for these emerging researchers to share 
their novel ideas and findings with the broader scientific community. 

 
In today's rapidly evolving scientific landscape, it is increasingly evident that the challenges we face 

require a collaborative and interdisciplinary approach. The most complex problems demand a diverse 
set of perspectives and expertise. Integrative Omics and Applied Biotechnology (IIOAB) Journal has 
consistently promoted and celebrated this multidisciplinary ethos. We believe that by crossing 
traditional disciplinary boundaries, we can unlock new avenues for discovery, innovation, and progress. 
This philosophy has been at the heart of our journal's mission, and we remain dedicated to publishing 
research that exemplifies the power of interdisciplinary collaboration. 

 
Our journal continues to serve as a hub for knowledge exchange, providing a platform for 

researchers from various fields to come together and share their insights, experiences, and research 
outcomes. The collaborative spirit within our community is truly inspiring, and I am immensely proud of 
the role that IIOAB journal plays in fostering such partnerships. 

 
As we move forward, I encourage each and every one of you to continue supporting our mission. 

Whether you are a seasoned researcher, a young scientist embarking on your career, or a reader with a 
thirst for knowledge, your involvement in our journal is invaluable. By working together and embracing 
interdisciplinary perspectives, we can address the most pressing challenges facing humanity, from 
climate change and public health to technological advancements and social issues. 

 
I would like to extend my gratitude to our authors, reviewers, editorial board members, and readers 

for their unwavering support. Your dedication is what makes IIOAB Journal the thriving scientific 
community it is today. Together, we will continue to explore the frontiers of knowledge and pioneer new 
approaches to solving the world's most complex problems. 

 
Thank you for being a part of our journey, and for your commitment to advancing science through 

the pages of IIOAB Journal. 
 

Yours sincerely, 

Vasco Azevedo 
Vasco Azevedo, Editor-in-Chief 

Integrative Omics and Applied Biotechnology  
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INTRODUCTION 
 
Cloud Computing paradigm provides a variety of service to the consumers. Many consumer electronic devices (e.g. 
Smartphone) with support of high speed computing combined with the emerging cloud. A cloud computing 
middleware Media Cloud for set top boxes for classifying, searching, and delivering media inside home network and 
across the cloud [1]. 
 
One hand, consumer-centric cloud computing a new model of enterprise-level IT infrastructure that provides on 
demand high quality applications and services from a shared pool of configuration computing resources for 
consumers. On the other hand, some problems may be caused in this circumstance since the Cloud Service Provider 
(CSP) possesses full control of the outsourced data. Sensitive data are encrypted before outsourcing to the cloud. 
 
 However, encrypted data make the traditional data utilization services based on plaintext keyword search useless 
[2]. The simple and embarrassed method of downloading all the data and decrypting locally is obviously 
impractical, because the authorized cloud consumers must hope to search their interested data rather than all the data  
 
 
MATERIALS AND METHODS  
 
Multi keyword ranked search 
 
The existing systems like exact or fuzzy keyword search, supports only single keyword search. These schemes doesn’t retrieve 
the relevant data to users query therefore multi-keyword ranked search over encrypted cloud data remains a very challenging 
problem. To meet this challenge of effective search system, an effective and flexible searchable scheme is proposed that 
supports multi-keyword ranked search [3]. To address multi-keyword search and result ranking, Vector Space Model (VSM) is 
used to build document index, each document is expressed as a vector where each dimension value is the Term Frequency (TF) 
weight of its corresponding keyword. A new vector is also generated in the query phase. The vector has the same dimension with 
document index and its each dimension value is the Inverse Document Frequency (IDF) weight. Then cosine measure can be 
used to compute similarity of one document to the search query.  To improve search efficiency, a tree-based index structure used 
which is a balance binary tree is. The searchable index tree is constructed with the document index vectors. So the related 
documents can be found by traversing the tree.     

 
 
 With the advantage of storage as a service many enterprises are moving their valuable data to the 
cloud, since it costs less, easily scalable and can be accessed from anywhere any time. The trust 
between cloud user and provider is paramount. We use security as a parameter to establish trust. 
Cryptography is one way of establishing trust. Searchable encryption is a cryptographic method to 
provide security. In literature many researchers have been working on developing efficient searchable 
encryption schemes. In this paper we explore some of the effective cryptographic techniques based on 
vector space model (VSM), which manages increased control complexity of the data centre, and a less 
efficient cloud storage system. 
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 Synonym search 
 
While user searching the data on cloud server it might be possible that the user is unaware of the exact words to search, i.e. there 
is no tolerance of synonym substitution or syntactic variation which are the typical user searching behaviors and happen very 
frequently [4].  To solve this problem semantic based search method is used. To improve the search for information it is 
necessary that search engines can understand what the user wants so they are able to answer objectively. To achieve that, one 
of the necessary things is that the resources have information that can be helpful to searches.  
 
The Semantic Web proposed to clarify the meaning of resources by annotating them with metadata data over data [5].  . By 
associating metadata to resources, semantic searches can be significantly improved when compared to traditional searches. It 
allows users the use of natural language to express what he wants to find [6].  Here the enhanced VSM algorithm is proposed for 
improving documental searches optimized for specific scenarios where user want to find a document but don´t remember the 
exact words used, if plural or singular words were used or if a synonym was used.  
The defined algorithm takes into consideration:  
1) The number of direct words of the search expression that are in the document;  
2) The number of word variation of the search expression that are in the document;  
3) The number of synonyms of the words in the search expression that are in the document. 
 
Vector space model algorithm 
 
Vector space model is an algebraic model for representing text documents (and any objects, in general) as vectors of identifiers, 
for example, index terms. It is used in information filtering, information retrieval, indexing and relevancy rankings. To address 
multi-keyword search and result ranking, Vector Space Model (VSM) is used to build document index, each document is 
expressed as a vector where each dimension value is the Term Frequency (TF) weight of its corresponding keyword. A new 
vector is also generated in the query phase [7]. 
 
 
RESULTS  
 
Our system consists of 3 entities viz., data owner, data user and the cloud server as shown in Figure− 1. 
 
Data owner 

1. Encrypts the data files for securing the data in cloud before uploading into the cloud.  
2. They define the access rights for the user who want to access those documents.  
3. The access right is a 2-state variable: permission granted or permission denied. 

 Cloud server 
1. Stores the encrypted data files and encrypted index tree.  
2. It accepts the encrypted keywords and returns the matching data file based on their relevance. 

Data user 
1. User can search for encrypted data files in cloud with encrypted keywords. 
2. The purpose of using encrypted keywords is that even the cloud server must not be able to infer the 

contents of data files. 
This system is implemented in ASP. NET framework using C# and the process includes the following: 
1. The data owner uploads the text files (documents) in cloud storage. Once the files get uploaded the 

owner is generating the encryption key through which the uploaded files are encrypted and are available 
only for the authorized users.  

2. The registered data users can search the interesting data and can request the key from the data owner to 
download the document. The system matches the partial substring or various synonyms of the actual 
document name in the storage. For example, consider a document named Model.doc is uploaded in the 
cloud storage. The user query strings such as form, plan, and mod will be matched for the string “Model” 
and the document Model.doc will be retrieved. Through which Multi-Keyword searching is achieved. 

3. Data owner forwards the decryption key to the secured user to access the documents; else the pop up 
error message will arise when the document is accessed without decryption key request made by the 
respective user. 

 
 
 
 
File uploading 
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 In the new system we build a secure index and outsource it along with the encrypted data items. Each index 
is mapped to a data bucket. Data bucket contain id of all the documents which have the bucket index as one of 
its index. At time of document upload the client send a request to the server for a unique password. Then the 
server generate the password form the features of document and how uploading the document and send to the 
client/data owner. Then using that password the data owner encrypt the document and uploaded the document 
along with the secure indexes [8]. 
 
At the time of file upload the server check for corresponding bucket in the data base based on the index word 
given by the user and selects the corresponding bucket to a data item. If there is no such a bucket then the 
server creates a new bucket for the documents index and adds the document to the newly created bucket. The 
password generation module which generates the unique password for the document provides extra security. 
The password generation consists of message digest creation using SHA-1 and converts the 160 bit message 
digest to 128 bit key for encryption [9]. 
 
The data owner’s unique identifier, the file’s unique identifier and the file name are used to generate the 
message digest. The AES is the encryption scheme used to encrypt the files. Based on the words inside the 
document the system itself able to predict the index words, but the final submission is by the data owner. He 
can select from the predicted words by the system or can add manually and the figure for this is shown in 
figure−2 File uploading.   
 
Files searching 

 
Search is performed based on the all the synonyms and search words across bucket indexes and return all the 
authorized documents corresponding to from the selected buckets. The results are ranked based on the history 
and the number of times the document id is present in the buckets. That is it support for multi-key word 
search and then returns the best result as the first document and the figure for this is shown in figure−2 File 
searching 
 
Files downloading 

 
The input to the SHA-1 is the data owner’s unique identifier, the file’s unique identifier and the file name. 
Then the 160 bit is converted to 128 bit and the 128 bit key is used for the AES decryption. The file and the 
key are given to the client and the decryption is performed in the client side and the figure for this is shown in 
figure−2 File Downloading. 

 

 
 

Fig: 1. Searchable encryption architecture using vsm 
 
  …………………………………………………………………………………………………………….. 
 

A B 
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Fig: 2. File uploading, searching, downloading 
  …………………………………………………………………………………………………………….. 

DISCUSSION  
 
Here we present the experimental evaluation of the Synonym based Ranked Secure Search over Encrypted 
Data. We investigated the success of our proposed scheme in the context of user unaware key management, 
automatic index prediction; synonym based searching, multi-key word search, user authentication and 
document ranking. For the purpose of testing we constructed a database of 200 documents entries. 
 
User unaware key management  
 
To verify the user unaware key management we want to evaluate mainly 2 things. First one is the 
uniqueness of the key. The second is the same key generation at the time of encryption and decryption. 
First one is evaluated using uploading same document with same indexes by same and different data 
owners [10]. And the result is checked by performing search on the data base for any two similar encrypted 
documents. 10 data owners are uploaded the same document 5 tines but cannot find the similar encrypted 
files in the data base. The rest is evaluated by downloading random 100 documents and check they are 
perfectly decrypted or not. We observed that all are decrypted correctly.  
 
 
 
 
Automatic index prediction  
 
The automatic index prediction is evaluated by checking the predicted indexes and keywords of the 
documents. Testing is done with 20 document files, 20 text files, 20 PDF file. The most frequent words, 
which may consider as the candidate for the index, are successfully predicted by the system [11]. 
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Search Performance based on number of documents in each bucket  
 
The performance of the system is checked by testing the execution time of the search with different indexes 
which have various numbers of documents inside each index bucket [11]. The number of documents in 
each bucket is denoted. At the starting the search time is increased with increasing number of documents 
inside the bucket. But later it become almost constant. 
 

CONCLUSION 
 
The energy efficiency is the important key Wireless sensor networks. With data transmission is the major 
part of energy consumption, chaos theory based time series prediction method to enhance energy 
efficiency. The proposed Chaos Theory based Data Aggregation (CTAg) based approach reduces redundant 
data, communication overhead and number of packet transmission between aggregator and sink node by 
using adaptive thresholds. The time series prediction using CTAg method was energy efficient and 
performed less computation to obtain the forecasted data. The experiments also show CTAg achieves better 
performance compared to other prediction approaches like Kalman Filter [KF] based prediction. 
. 
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A MULTI-STAGE HYBRID CAD APPROACH FOR MRI BRAIN TUMOR 
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ABSTRACT 
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INTRODUCTION 
 
Brain tumor is one of the most common and major source of death around the world. Always, early detection of 
brain tumor is a very hectic and challenging task. Brain tumor may appear clear in Magnetic Resonance Imaging 
than the other types of imaging. The MRI provides better information on soft tissues and significantly improves the 
understanding of the normal and the diseased anatomy of the brain. Image contrast is the main purpose of all 
imaging methods and it allows us to differentiate the brain structures. It also determines which brain structures are 
normal and which structures are abnormal.  
 
MRI structural contrast is superior to the structural contrast present in other imaging modalities. In MRI, tissue 
relaxation properties greatly influence image contrast. The two relaxation properties in MR imaging is T1 relaxation 
and T2 relaxation. The T1-weighted imaging is used to discern the structures based on the T1 values and the T2-
weighted imaging discerns the structures based on the T2 values. Tissues with high fat content appear bright and the 
partitions filled with water appears dark in T1-weighted image. And in T2-weighted images, the partitions filled 
with water will appear bright and the tissues with high fat content will appear dark. The developed CAD system 
exploits both these weighted images to segment the tumor and classify whether it is benign or malignant. Further, 
image processing techniques applied to MRI can cater greater help in probing and diagnosing the brain tumor.  

 
RELATED WORKS 
 
A comprehensive overview and comparison of brain tumors in MR imaging [1], [2] is provided and the pre-
processing operations and a futuristic method for brain tumor segmentation is introduced. Also, the evaluation and 
the validation of the obtained segmented results are presented based upon its efficiency. Various clustering 
techniques [3] were utilized and implemented to extract and specify the tumor area in a MR image. The 
classification in the executed methodology confirms whether the tumor is benign or malignant. A three stage 
approach [4] for diagnosing the brain tumor identifies and segregates the tumor and is invariant in terms of size, 

Brain tumor is one of the acute diseases that happen to humans and it is the major reasons of death 
amid all other types of the cancers. Appropriate and timely diagnosis can prolong the death of a person 
to some extent. Therefore, an automated and reliable computer-aided diagnostic system for diagnosing 
and classifying the brain tumor has been proposed. The proposed method is a multi-stage diagnostic 
system that recognizes and classifies the brain tumor effectively. First, a pre-processing step is 
performed for both T1-weighted and T2-weighted MR images. The T1-weighted image is sharpened for 
improving the brightness of its edges. Subsequently, the T2-weighted image is filtered for noise removal 
and edge retention using trilateral filtering. The sharpened T1-weighted image and the filtered T2-
weighted image are blended together to obtain a single improved MR image.   Secondly, the improved 
MR image is segmented using a hybrid segmentation process of skull stripping and enhanced watershed 
segmentation for extracting the tumor regions. Finally, the extracted tumor is classified using support 
vector machine to determine whether the tumor is benign or malignant. The results of the proposed 
system is promising and shows that the extracted brain tumor is better than the ground truth images in 
most of the cases. Also, the proposed system was able to achieve an accuracy of 94% in classifying the 
extracted tumor. Hence, the proposed computer-aided diagnostic system can effectively enhance the 
diagnostic capabilities of physicians with reduced time. 
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shape and intensity of the tumor. The histogram equalization and morphological processing based CAD system 
[5] is described. Experimentation is carried out with the help of 125 MR images from 8 persons having tumor and 
3 persons without tumors. Six classification algorithms are compared to each other for its efficiency and the 
authors claim that particle swarm optimization SVM with KNN delivers 100% attainment with their developed 
system.  
 
Detection and analysis of brain tumor [6] by a novel multi-stage method deals with three brain tumor types such 
as HG gliomas, metastases and meningioma’s. The developed method is experimented for segmenting and 
accessing the brain tumor with FLAIR, T1-Weighted, Contrast Enhanced T1-Weighted and Perfusion Weighted 
Image modalities. A brain tumor extraction method [7] reduces the noise and retains the edges in the MRI T2-
weighted images. Morphological operations are utilized and manipulated with four different methodologies for 
extracting and calculating the area of the mass of tissue region.   
 
A fully automated brain tumor detection system [8] aims to determine whether the given T2-weighted MR image 
has tumor or not and localize it. The developed system was experimented with 131 healthy and 72 tumor affected 
brain images of T2-weighted MRI modality.  The system was able to register an efficiency rate of 95.83 % of 
correct anomaly detection and 87 % of correct tumor location. A segmentation and automatic tumor class 
identification methodology [9] is proposed based on a statistical approach assisted by probability maps. The 
developed system is compared and evaluated with the BRATS (BRAin Tumor Segmentation) and Leaderboard 
dataset which encouragingly gave improved results. It is interestingly found that the (GHMRF) Gaussian Hidden 
Markov Random Field approach attained first in the overall test ranking. 
 
A statistical approach algorithm [10-12] is designed for analyzing the MRI brain images that extracts the data 
related to brain tumor and locates the tumor. The segmented images are made use of for constructing a 3D model 
of the tumor region. Various texture features are extracted from the T1-weighted and T2-weighted MR image and 
classified to find the pathological deficiency in the image. A novel technique for Glioblastoma feature extraction 
[13] extracts the Gaussian mixture model (GMM) features utilizing the T1-weighted, T2-weighted and Fluid-
Attenuated Inversion Recovery (FLAIR) MR images and yields 97.05 % of high accuracy with the classification. 
A classification system [14] classifies the brain cancer using Principal Component Analysis (PCA) and Back 
Propagation Neural Network (BPNN) influencing the Gray Level Co-occurrence matrix features. A spatial fuzzy 
clustering method segments and analyses [15] the structure of MRI brain for segregating the normal tissues and 
the abnormal tissues of the brain by the enhanced image fusion technique through fuzzy c-means algorithm. 
 
The work carried out by all the aforementioned authors were unique in their own way and they were able to 
achieve better results. Even though few authors were able to work with different modalities of imaging, none of 
them were able to capitalize by manipulating the T1-weighted and T2-weighted MR images. Evidently, the 
proposed system uses and manipulates both the T1-weighted and T2-weighted MR images which helps in 
segmenting and diagnosing the tumor in an efficient manner.   Moreover, an enhanced watershed segmentation 
algorithm is utilized in the proposed system to extract the brain tumor in an effective way.   
The main goal of this work is to design, implement and evaluate a CAD system for early diagnosis of brain tumor 
in MR Images. The CAD system is designed and developed utilizing the image processing techniques such as, 
pre-processing, segmentation, feature extraction and classification.   

 
PROPOSED MULTI-STAGE CAD APPROACH 
 
 
The proposed approach consists of the following steps 
 
Pre-processing for noise removal and image enhancement, Hybrid enhanced segmentation process for skull removal and tumor 
region extraction, Feature extraction from the extracted tumor region using statistical texture features and Classification using 
support vector machine. The proposed system is shown in Figure-1. 
 
In this proposed system, T1-weighted and T2-weighted MR images are considered and given as input to the CAD system. Both 
the T1-weighted and the T2-weighted MR images are processed separately and combined later for obtaining better results. The 
T1-weighted MR images are enhanced by sharpening the edges of the image. The T2-weighted MR images are filtered by 
trilateral filtering where it removes the noise and retains the structural details of the image. Now the processed images of both T1-
weighted and T2-weighted are added together to obtain an improved MR image where it is segmented subsequently. In the 
segmentation process, first the unwanted skull area is removed by applying the skull stripping method. Further, for segregating 
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the tumor region, an enhanced watershed image segmentation method is applied to the improved MR image. Once the 
appropriate tumor is extracted, it is classified using support vector machine. The classification method classifies the extracted 
tumor either as benign or malignant. 

 
 
 
 
 
 
 
 
 
 
 
 
     
 
 
 
 
 
 
 
 
 
 
 
 

 
Fig: 1. Overall architecture of the CAD system 
…………………………………………………………………………………………………………….. 

MR image pre-processing  
 
The fundamental objective of medical image enhancement is to process the given input image so that the resultant image is more 
pertinent than the original image for the specific application. The focus of the enhancement is to accentuate or sharpen the image 
features such as the edges, boundaries or the contrast in order to visualize and for further analysis. The T1-weighted and T2-
weighted MR images are considered for the pre-processing procedure. Both the MR images are manipulated and gone through 
the sharpening and filtering process. 

 

 

 

 

Fig: 2. Pre-processing 

………………………………………………………………………………………………………….. 
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Image sharpening 

Sharpness describes the clarity of a digital image and the unsharp masks are probably the most common type of sharpening. An 
unsharp mask cannot generate additional information, but it can significantly improve the edge details. Here, an unsharp mask of 
the original T1-weighted image is added to the original T1-weighted image to get the sharpened image.    

Trilateral filtering 

This module has been designed for enhancing the quality of MRI by reducing the noise in the image. Sharp ridges and gutters are 
commonly found in biomedical images, such as folded gray and white matters in brain MR imaging. Therefore, a narrow spatial 
window, say, 3 pixels in each dimension, should be used in order to avoid over smoothing structures of sizes comparable to the 
image resolutions. This leads to the necessity of performing more iterations in the filtering process.  In this paper, a trilateral 
filtering method is used for enhancing the MR images and for noise removal, which works along the same lines as the bilateral 
filtering. It takes not only the geometric and photometric similarities into account, but also, the local structural similarity to smooth 
the images with a narrow spatial window while preserving the edges. Local structural information is used to determine 
inhomogeneity in the images. On one hand, low-pass filtering is performed in the homogeneous regions. On the other hand, 
smoothing along edges is achieved by considering the geometric, photometric and local structural orientation similarities between 
neighboring pixels in the inhomogeneous regions. This trilateral approach provides greater noise reduction than bilateral filtering 
with a 3- pixel-width spatial window. The trilateral filtering is expressed as given in equation (1). 
 
 

-------------------------------------------------------------- (1) 

where t is a time variable. 
 
Both T1-weighted and T2-weighted MR images gives different level of contrast. The knowledge about this different contrast levels 
are exploited for achieving better pre-processing of the given images. The signal in the MRI is murky or bright, depending upon 
on the pulse sequence used and the type of tissue in the image region of interest. The edema and the tumor part is murky in T1-
weighted and bright in T2-weighted image. This interesting evidence is well made use of and both T1-weighted and T2-weighted 
MR images are merged together. The outcome of these combined images yields favorable result where the image edges are 
highlighted and the structural information is retained. The obtained result aids in segmenting the image in a superior manner. 

Skull striping for removal of skull 
 
An important procedure in brain image analysis is the skull stripping [10] which involves the removal of the scalp, skull and dura 
matter. Removal of non-brain tissues, particularly dura, is essential in facilitating accurate measurement of brain structures. 
Inclusion of non-brain structures can result in mistaken interpretation which makes the detection and analysis very difficult and 
cumbersome. Another concern in skull stripping is the segregation of non-cerebral and the intracranial tissue due to their 
homogeneous qualities in their intensities. The process of skull striping is given below, 
 
Step 1: Apply local threshold to the trilateral filtered image. 
Step 2: Dilate the threshold image using a structuring element of disc. 
Step 3: Apply masking 
Step 4: Normalize the image for easy extraction of tumor region. 
 
Enhanced watershed segmentation 
 
Watershed segmentation is a predominant segmentation scheme with several advantages. It ensures the closed region 
boundaries and gives solid results. It is a way of automatically separating or making the regions distinct without touching. The 
watershed algorithm uses concepts from mathematical morphological operations to partition images into homogeneous regions. 
 
Start 
Step 1: Read the input images, and  . 
Step 2: Compute    
Step 3: Compute multiscale gradient, 
               

Step 4: Compute  
Step 4: Compute  
Step 5: Create Internal Markers and External Markers. 
Step 6: Apply the created markers to   
Step 7: Create final Gradient Image,  
Step 8: Apply watershed    
End 
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A gradient helps detecting ramp edges and avoids thickening and merging of edges. The local gray level variation in the image 
can very well be given by the morphological gradient. The gradient image,  is morphologically obtained by subtracting the 
eroded image,  from its dilated version, . The morphological gradient of f is given by  

 ----------------------------------------------------- (2) 
where  represents the dilation and the erosion respectively. 
A multiscale gradient,  is the average of morphological gradients of the structuring element, Bi with different scales. 
The multiscale gradient is given by 

 ---------------------------------- (3) 

where  is the fused T1-weighted image and T2-weighted image, SE is the structuring element. 
When the computed multiscale gradient is subjected to watershed segmentation process, over-segmentation happens due to the 
occurrence of trivial minima in the resulting gradient. In order to eliminate this inappropriate minima, the multiscale gradient, 

  is dilated with a structuring element. This structuring element, SE should be smaller than that of the SE that is applied 
earlier to the multiscale gradient. An optimal threshold,  is calculated and added to the dilated  to discard the local 
minima with low contrast.   
The optimal threshold value is computed using minimal projection distance. Assume that the image f is an element of the space 
K(D) of a connected domain D then the topographical distance between points m and n in D is given in equation (4). 
 

------------------------------------------------------------ (4) 
 

is over all paths (smooth curve) inside D, defines the watershed as follows. Let f  K(D) have a minima,  where, 
for some index set I . The catchment basin KB(mi) of a minimum mi is defined as the set of points K  D, which are 
topographically closer to mi than to any other regional minimum mj. The reconstructed gradient image,   is obtained 
by the reconstruction of the multiscale gradient image,  with its dilated image. 
 
The internal markers and the external markers are extracted to prevent over-segmentation. Both the markers created are applied 
to the reconstructed gradient image, . Markers are created to identify and distinguish the inner structure of the 
objects that are to be segmented. Finally, the watershed algorithm [17] is applied to the final gradient image,   where a 
stable and robust object segmentation is obtained. 
 
Feature extraction  
 
Features are extracted from the segmented image using GLCM techniques. Features are the characteristics of the objects of 
interest. It is the illustrative of the maximum pertinent facts that the image has to offer for a comprehensive characterization of a 
lesion. Feature extraction methods analyze the various objects in the image and the image itself to extract the most prominent 
features to classify the objects. The first order image features such as mean, variance, standard deviation, skewness and kurtosis 
are considered and extracted. Also, the second order image features such as contrast, correlation, energy, homogeneity, 
smoothness and eccentricity are extracted for this empirical research.  
 
First order features 

Mean 

Mean is an average value that measures the general illumination of the image. The formula for calculating the mean is given by 

 ------------------------------------------------------------------ (5) 

Variance 

The variance is calculated as the average squared deviation of each number from its mean. It tells us how far a set of numbers 
are spread out from the mean. 

 --------------------------------------------------------- (6) 

Standard deviation 

The standard deviation,  is a measure that is used to quantify the amount of scattering of a set of pixel values. It is the square 
root of variance which is given by the formula 

 
 ------------------------------------------------------------------ (7) 
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Skewness 

Skewness is defined as a measure of the asymmetry of the probability distribution. It is used to find out whether a wider range of 
either darker or lighter pixels are present. If the amount of the scattering is intense towards left it is a positive skew. If the amount 
of the scattering is intense towards right, it is a negative skew. 

 ------------------------------------------------------ (8) 

Kurtosis 

Kurtosis measures the peak of the probability distribution of a variable. A high kurtosis spreading will have a sharper peak and a 
flattened tails. A low kurtosis spreading will have a rounded peak with wider shoulder. 

 ------------------------------------------------------ (9) 

Second order features 
 
Contrast 

Contrast is a measure of intensity juxtapose between a pixel and its neighbouring pixels. Contrast will be 0 for a constant image. 
It can be calculated by the formula. 

   ------------------------------------------------------------- (10) 

Correlation 

The gray level linear dependence between the pixels at the specified positions relative to each other is measured by calculating 
the correlation. Correlation will be +1 or -1 for an accurate positive or negative related image. 

 

 ----------------------------------------------------- (11) 

Energy 

Energy is also known as uniformity or angular second moment. It returns the sum of squared elements in the gray level co-
occurrence matrix. Energy will be 1 for a constant image and is calculated by  

--------------------------------------------------------------- (12) 

Homogeneity 

Homogeneity returns a value that measures the closeness of the spreading of elements in the GLCM to the GLCM diagonal. The 
range of the homogeneity ranges from 0 to 1. It is 1 for a diagonal GLCM. Homogeneity can be measured by 

 ----------------------------------------------------------------- (13) 

 

Smoothness 

Smoothness measures the relative softness of the intensity in a region. It is defined as  

 ----------------------------------------------------------------- (14) 
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Eccentricity 

Eccentricity is the ratio of the distance between the centre of the ellipse and its major axis length. The values of eccentricity will 
be between 0 and 1. An ellipse whose eccentricity is 0, is actually a circle. An ellipse whose eccentricity is 1 will be a line 
segment. The eccentricity can be measured by 

 --------------------------------------------------------------------- (15) 

where c is the distance from the centre to the focus of the ellipse and a is the distance from the centre to a vertex 

Classification using support vector machine 
 
Classification of the extracted features is performed using Support vector machine (SVM). It is a powerful supervised classifier 
and an accurate statistical learning theory technique [16] that works on the basis of structural risk minimization principle. The 
basic purpose of SVM classifier is to choose the appropriate margins between two classes during the training. The kernel in the 
classifier controls the empirical risk and the categorization competence with the aim of maximizing the margin between the 
classes and minimize the true costs [1]. In the higher dimension feature space, an optimal separating hyperplane is explored 
between the members and non-members of the given class. The graphic representation of feature vectors in the input space and 
in the feature space is represented in Figure– 3. 
 

 
 

 
Fig: 3. Representation of feature vectors both in the input space and the feature space 
…………………………………………………………………………………………………………….. 

 
 
Hyperplane can be defined by H such that  

  -------------------------------------------------------------- (16) 
and 

 --------------------------------------------------------------- (17) 
 
Here H1 and H2 are termed as two planes and are given by 

 --------------------------------------------------------------------- (18) 
 

 --------------------------------------------------------------------- (19) 
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Fig: 4. Selection of the decision boundary between different classes 
…………………………………………………………………………………………………………….. 

 
The points on these planes H1 and H2 are the support vectors. The distance d+ is the shortest distance to the closest positive 
point in the hyperplane. The distance d- is the shortest distance to the closest negative point. The selection of the decision 
boundary between different classes in the support vector machine is shown in Figure– 4. 
 
The inputs to the SVM algorithm are the gray level co-occurrence matrix (GLCM) features subset extracted from the MR images. 
The classification procedure separates the input features dataset in the feature space into benign tumors and malignant tumors.  
 
Let us consider that the n-dimensional input xi (i = 1. . . N) belong either to the benign class or the malignant class.  Let the 
associated labels be li = +1 for benign tumor and li = -1 for malignant tumor. The decision function for the SVM is given by  
  
 

des(x) = w  x + b --------------------------------------------------------------------- (20) 
 
where w is an n-dimensional vector, b is a scalar, and yi = des(xi) ≥ 1 for i=1, . . .,N. 
 
A margin is defined as the distance between the separating hyper plane and the training data set nearest to the hyperplane. 
When the hyperplane decision function, des(xi) = 0 with the maximum margin, an optimal separating hyperplane is achieved. 
 
 
Quality metrics 
 
Image quality is a basic characteristic of an image that determines the degradation of the observed image compared to a ground 
truth image. Here, the quality metric parameters such as PSNR, Structural Similarity, Normalized Cross-Correlation and 
Normalized Absolute Error are computed for its efficiency. 
 
Peak-Signal-to-Noise-Ratio (PSNR) 

PSNR is expressed as the ratio between the maximum possible value of a signal and the value of distorting noise that affects the 
quality of the image. It is inversely proportional to the mean squared error and is measured in decibels. PSNR can be calculated 
by  

  --------------------------------------------------------------- (21) 

where,  ------------------------------------------------------ (22) 

Here,  is the original reference image and  is the modified image. i and j are the pixel position of the M X N image . 
MSE will be 0 when . . 
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Structural similarity 

Structural similarity measures the similarity between two images. It can be measured by the equation 

 ------------------------------------------------------------------- (23) 

where is the original image and   is the modified image. 

Normalized cross-correlation (NCC) 

NCC measures the similarity between two images. The proximity between these two images can be computed in terms of the 
correlation function. The NCC is given by the equation 

 --------------------------------------------------------------------- (24) 

Normalized absolute error (NAE) 

NAE is the average of absolute difference between the reference image and the modified image. It is calculated by  

 ------------------------------------------------------------ (25) 

 
RESULTS AND DISCUSSIONS 

Table: 1. Output obtained from various stages of the CAD system  

Sl. No Input Image 
 

Pre-processed 
Image 

Skull Stripped 
Image 

Ground 
Truth Image 

Segmented 
Image 

1 

     
2 

     
3 

     
4 

     
5 
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Table–1 shows five sample image dataset which is processed and manipulated with the developed CAD system. 
The output obtained in each stage is tabulated in the above table. Only a negligent disparity is observed between 
the ground truth images and the obtained segmented images which provides higher rate of efficiency. 
 
 
MRI brain image features and quality assessment 
 
The features of the MR images are of immense importance for better classification. Here, the intensity features 
and the texture features are extracted effectively from the processed MR images and are tabulated. Moreover, the 
quality metrics are computed for its efficiency. 
 

GLCM features and quality assessment of the ground truth data 

Table: 2. Intensity features obtained from the ground truth images.  

  Intensity Features 
Image Mean Variance SD Skewness Kurtosis 

1 0.0227 0.022 0.1491 6.4036 42.0065 
2 0.0313 0.0303 0.174 5.3867 30.0162 
3 0.0135 0.0133 0.1152 8.4449 72.3164 
4 0.012 0.0119 0.1091 8.9484 81.0731 
5 0.0723 0.0671 0.259 3.3021 11.9039 

 

Table: 3. Texture features obtained from the ground truth images. 

 Texture Features 
Images Contrast Correlation Energy Homogeneity Smoothness Eccentricity 

1 170.5 0.2335 6.7114 0.0305 0.0217 0.7009 
2 170.59 0.4631 4.8804 0.0364 0.0294 0.81 
3 128.13 0.6005 0.0011 0.0091 0.0131 0.878 
4 122.7 0.0714 0.0013 0.0091 0.0118 0.5186 
5 808.63 0.0336 2.1097 0.085 0.0629 0.2811 

 

Table: 4. Quality assessment of the ground truth images using the quality metrics  

Quality Assessment 

Images PSNR Normalized 
Cross-Correlation 

Structural Content Normalized Absolute 
Error 

1 17.9215 0.9464 0.992 0.2475 
2 27.9011 0.9706 1.0434 0.0981 
3 23.3358 0.9543 1.0578 0.1318 
4 24.6374 0.9468 1.0567 0.1407 
5 25.3106 0.98 0.9972 0.1458 
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Extracted GLCM features and quality achieved through the CAD system 
 

Table: 5. Intensity features extracted from the input image data 

  Intensity Features 
Images Mean Variance SD Skewness Kurtosis 

1 0.0215 0.019 0.1485 6.1932 42.1034 
2 0.0311 0.0281 0.169 5.2145 30.1145 
3 0.013 0.0132 0.115 8.3023 72.3172 
4 0.11 0.0116 0.1089 8.5621 80.9852 
5 0.0752 0.0686 0.263 3.4211 12.0121 

 
Table: 6. Texture features extracted from the input image data 

 Texture Features 
Images Contrast Correlation Energy Homogeneity Smoothness Eccentricity 

1 169.8 0.2532 6.5612 0.2991 0.0201 0.8211 
2 170.5 0.3932 4.7991 0.0297 0.0281 0.887 
3 128.11 0.5908 0.0012 0.009 0.0099 0.898 
4 122.2 0.0911 0.0122 0.0089 0.0101 0.5821 
5 808.86 0.0412 2.1727 0.09 0.0871 0.2744 

 
Table: 7. Quality metrics computed from the output image 

Quality Assessment 

Image PSNR Normalized Structural Content Normalized Absolute 
Cross-Correlation Error 

1 18.8762 0.9243 0.7712 0.2354 
2 25.6754 0.9611 0.9987 0.0972 
3 23.4575 0.9367 1.0321 0.1317 
4 25.8751 0.9485 0.9989 0.1205 
5 27.2136 0.979 0.9811 0.1332 

 
 
 
 
 
 
 
 
 
 
 
 
 

  Fig: 5. PSNR: Ground Truth data Vs Achieved data   Fig: 6. NCC: Ground Truth data Vs Achieved data 
…………………………………………………………………………………………………………….. 
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Fig: 7. SC: Ground Truth data Vs Achieved data                 Fig: 8. NAE: Ground Truth data Vs Achieved data 
…………………………………………………………………………………………………………….. 

 
The graphical representation shows the various comparison of the quality metrics for the ground truth image 
dataset and the actual achieved image dataset. Figure– 5 shows that the PSNR value is higher for the obtained 
image compared to the ground truth image data. Figure– 6 shows that the Normalized Cross-Correlation is lesser 
compared to the ground truth data. Figure-–7 shows that the structural content is higher in the achieved image 
data compared to the ground truth image data. And in Figure– 8, it is interestingly noted that the Normalized 
Absolute Error is lesser when compared to the available ground truth MR image data. 
 
 
Classification 
 

Table: 8. Classification Rates 

Methods TP TN FP FN Sensitivity 
(%) 

Specificity 
(%) 

Accuracy 
(%) 

Morphology + SVM 20 12 10 8 71 54 64 
Watershed + SVM 30 10 5 5 85 66 80 
Enhanced Watershed 
+SVM (Proposed Method) 

42 5 2 1 97 71 94 

 
 
The classification efficiency rates for three different methods are performed and is tabulated in Table– 8. It is 
interesting to observe that the proposed system performed well compared to the other two methods.   
 
 
Figure–9 depicts the comparative analysis of the three different classification methodologies. The developed 
CAD system bestows 97 % of sensitivity, 71% of Specificity and were able to achieve 94 % of accuracy. 

 
 
CONCLUSION 
 
A new and effective computer aided diagnostic (CAD) approach for identifying and classifying the brain tumor is 
proposed and developed. For this empirical research work, 116 MR images were utilized and employed to yield 
efficient results. Amongst the 116 MR images, 58 images were T1-weighted and another 58 images were T2-
weighted MR images. All the MR images were obtained from Christian Medical College, Vellore, India and Devi 
Scans, Thiruvananthapuram, India.  
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Fig: 9. The efficiency comparison of different classification methods 
…………………………………………………………………………………………………………….. 

The developed system is a multi-stage diagnostic system that utilizes the image processing techniques to identify 
and classify the brain tumor. The proposed system capitalizes with both the T1-weighted and T2-weighted MR 
images by manipulating and blending it together to obtain an improved results. The enhanced watershed 
segmentation algorithm is designed and utilized for segmenting the tumor region in the brain effectively. Support 
vector machine is used to classify the extracted tumor and determine whether the tumor is benign or malignant. 
The intensity based features and texture based features were extracted by the developed system and is compared to 
the ground truth dataset. It is interesting to note that the obtained result from the developed system gave better 
results most of the time when compared to the ground truth dataset. A comparative analysis of two other hybrid 
classification methods such as Morphology + SVM and Watershed + SVM is performed along with the developed 
system. By comparing these three classification methods, a higher percentage of efficiency is achieved by the 
developed system for the brain tumor classification with an accuracy of 94%.  
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INTRODUCTION 
 
When Beekeeping industry has gained importance because of two outcomes: direct products [honey, wax, propolis 
and royal jelly] of the industry and crop pollination of bees. The value of these direct products and pollination 
service industry is estimated to be around US$1.2 billion [1] and €22.8-57 billion respectively [2]. This industry is 
under threat due to Colony Collapse Disorder [CCD]- the sudden loss of worker bees attributed to pathogens 
[bacteria, parasites and virus], immunodeficiency [due to travel / poor diet], antibiotics, fungicides and pesticides [3, 
4]. All these factors affect the normal flora of honeybee gut. In recent times, beekeeping industry has incurred losses 
worth billions of US$ worldwide due to CCD [4- 7]. Although, various physical and chemical methods  [4, 6]  have 
been put forth to analysis and contain CCD, it proved to be futile.  
 
Metagenomics has emerged as a crucial method in assessment of gut microbiota of healthy as well as CCD honey 
bees [8, 9]. Shotgun [8] and high-throughput [9] are the widely used methods for sequencing of healthy and CCD 
honey bee gut metagenomes. Bioinformatics tools, softwares and databases are vital for genome [metagenome in 
particular] sequencing [10], pre-filtering [11], assembly [12] identification of microbial diversity [10, 11, 13-16], 
data integration and data analysis [12, 17- 20]. 
 
Metagenomics is useful in analysis of diverse microbiota  factors influencing apiculture: biofilm formation [9], 
carbohydrate metabolism [9], colony collapse disorder [21], disease progression [22], horizontal gene exchange 
[23], niche adaptation [8, 9, 22, 23], nutrition [9, 22, 24].  Causative agents of CCD namely bacteria [25], parasites 
[21], virus [21]   have been identified in the gut of the honey bee through metagenomics. Thus, metagenomics is a 
significant tool to study the gut of honey bee – the producer of industrially important products and crop pollinator. 
 
 
 
 
 

 
Metagenomics is an important tool to examine the gut microbiota of honey bee [Apis mellifera] – the 
producer of industrially relevant products such as honey, propolis, royal jelly and wax. Metagenomics 
approach is useful in analysis of various microbiota factors influencing apiculture: biofilm formation, 
carbohydrate metabolism, colony collapse disorder, disease progression, horizontal gene exchange, 
niche adaptation, nutrition.These factors are responsible for increase or decrease in the production of 
above said industrially relevant products. Causative agents of colony collapse disorder in honey bee 
namely bacteria, parasites, virus have been identified in the gut through metagenomics.  Shotgun and 
high-throughput are the widely used methods for sequencing of honey bee gut metagenome. 
Bioinformatics tools, softwares and databases are used for sequence pre-filtering, assembly, 
identification of microbial diversity, data integration and data analysis of the honey  bee gut metagenome. 
Honey bee gut metagenome serve as biologically relevant marker of colony health. Hygiene, disease 
resistance, antibiotic resistance, nutrient productions are the key areas governed by the gut microbiota of 
honey bee. Honey bee gut microbiota act as forerunner for studying gut of higher animals. Honey bee gut 
is the new paradigm to study the role of beneficial and pathogenic microorganisms. 
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HONEY BEE GUT METAGENOME AND METATRANSCRIPTOME ISOLATION 
 
Generally gut microbiota DNA [metagenomic DNA] is used as template for sequencing rather than RNA 
[metatranscriptome RNA] due to high abundance of rRNA's in the metatranscriptome [26]  CTAB [DNA] and 
Trizol® [RNA] are the methods used for extractions for respective metagenome and metatranscriptome of honey 
bee gut [26]. These methods are time consuming and result in less purification factor. However, these methods 
require lesser monetary resources and the reagents used in these methods can be prepared in bulk for large number 
of metagenomic samples. 
 
Apart from these conventional methods, a wide variety of kits are available in the market for gut metagenome / 
metatranscriptome isolation [Table–1]. Most of the honey bee gut metagenomic / metatranscriptome studies [9, 25,  
26, 27, 28, 29, 30] utilize Qiagen [Hilden, Germany] manufactured kits [Gentra Puregene Cell Kit, Gentra Puregene 
Tissue Kit, DNeasy Blood & Tissue Kit, QIAamp DNA Mini Kit, RNeasy Mini Kit]. Other prominent kits utilised 
for gut metagenomic / metatranscriptome isolation are: UltraClean® Tissue & Cells RNA Isolation Kit, RNA 
PowerSoil® Total RNA Isolation Kit [31], NucliSENS® easyMAG®[32], RNAqueous®-Micro Total RNA Isolation 
Kit [33] and FastDNA® SPIN Kit [34] [Table–1]. 
 
Gentra Puregene Cell and Gentra Puregene Tissue Kits utilize salting-out precipitation technology to isolate 
metagenomic DNA from honey bee gut  [35, 36]. DNeasy Blood & Tissue kit, QIAamp DNA Mini Kit and RNeasy 
Mini Kit utilizes Silica technology [37]. Compared to CTAB [DNA] and Trizol® [RNA] methods, these kits provide 
high quality metagenomic DNA / metatranscriptome in terms of recovery, purification factor and less processing 
time [35- 37].  
 
BIOINFORMATICS TOOLS, SOFTWARES AND DATABASES – ESSENTIAL FOR HONEY 
BEE METAGENOMICS  
 
After the isolation, purification and estimation of metagenomic DNA from honey bee gut, the next step is the 
sequencing. Bioinformatics softwares, tools, on-line programs / resources and databases are highly essential for 
metagenome sequencing, pre-filtering, assembly, classification of microbial diversity, data incorporation and its 
analysis [Table–2]. Metagenome sequencing requires robust platforms to complete the task with high accuracy, low 
cost and greater sequencing reads output. IGA IIx [Illumina Genome Analyzer IIx] and R 454 TS [Roche 454 
Titanium Sequencer, Roche Applied Science, Indianapolis, IN] are extensively used sequencing platforms for 
honeybee gut metagenome sequencing projects [8, 9, 21, 23, 24]. IGA IIX generates reads of length between 35-100 
bp. It creates an output of 100 billion bp. [38]. R 454 TS creates ~1,000,000 shotgun Reads per Run and generates 
reads of length up to 1,000 bp and [8, 9, 22- 24]. It has the utmost consensus precision of about 99.97 % [39]. These 
two robust sequencing platforms have insured success of honeybee gut metagenome projects.  
 
After the sequencing is completed, pre-filtering of the sequences is essential to sustain the quality of read pairs [9]. 
Further, the sequences are subjected to a gap-closing examination. RDP-II [40] is the most accepted database for 
sequence pre-filtering and gap-closing [41]. RDP-II has many applications namely: alignment, annotation, 
examination and phylogenetically consistent taxonomic support for metagenomic data [40]. Other pipeline includes 
Pyrotagger [42]. Pyrotagger provides following metagenomic services: filtering of quality reads, trimming of the 
read span, high proportion of clustering [using pyroclust algorithm], sorting and cataloguing of data [42]. It 
processes reads of up to 100000 quantities [42]. 
 
Assembly of the sequences is the next step. RDP-II [30, 40], Velvet v1.2.10 [43] are used for the assembly of 
honeybee gut metagenome [9]. Velvet v1.2.10 is a de novo metagenome assembler [44]. It works on the principle of 
de Bruijn graphs and able to assemble short and longer reads [43, 44]. 
 
Annotation of the genes is the key step in the identification of microbial diversity [taxonomic profiling] in the honey 
bee gut metagenome. MetaPhyler [45], Integrated Microbial Genomes /Metagenome Expert Review [IMG/MER] 
[46] are used for annotation of assembled honeybee gut metagenome with the availability of metagenome datasets. 
MetaPhyler [45] uses phylogenetically linked marker genes for taxonomic cataloguing of metagenomic reads. It 
works on the principle of BLAST. MetaPhyler is considered to be superior compared to its predecessors 
[PhymmBL, MEGAN] [47]. IMG/MER [46] has numerous tools for analysis [IMG/M UI Map] that provides the 
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users [with private password] for thorough assessment and modification of the honey bee gut metagenome 
sample[s]’ annotations [48].  
 
Geneious Pro v5.6 [49] is used for honeybee gut metagenome data integration. It has various applications: 
metagenome browsing, phylogenetic tree construction, metagenome grouping visualization [50]. It can handle data 
from wide variety of sequencing platforms: Sanger, NGS, barcoded. It works on almost in all computer platforms: 
Windows, Mac and Linux [50].  
 
IMG/MER [46], MEGAN [47], MOTHUR [30, 51]  are used for honeybee gut metagenome data analysis. MEGAN 
performs taxonomic study, efficient examination using following classifications: COG/NOG, KOG, KEGG, SEED 
[52].  It is used for relative visualization, rarefaction analysis, principal coordinate analysis and clustering of 
metagenome data [52]. It also provides various charts and plots: space-filling radial trees, wordclouds, bubble charts, 
co-occurrence plot [52]. Metadata specifying and viewing of metagenome samples as rared/shared/core/total biomes 
is possible with the use of MEGAN [53]. MOTHUR [30, 51] analyzes honey bee gut metagenome data generated by 
wide range of sequencing platforms namely: Illumina [HiSeq/MiSeq], IonTorrent, Sanger and 454 [54].  
 
NCBI, ARB-SILVA, Greengenes and RDP databases [55] serve as vital repository for honey bee gut metagenomes. 
In NCBI, there are at present 3 BioProjects related to honey be gut metagenomes [1, 56]. SILVA is a database of 
ARB software package [57]. ARB has a graphic, integrated environment of software tools for receiving and analysis 
of honey bee gut metagenome sequence information [57]. Greengenes is used for browsing, exporting, comparing, 
searching, aligning, trimming of honey bee gut metagenome data [58]. 
 
MICROBIOTA OF HONEY BEE IDENTIFIED BY METAGENOMICS  
 
After performing metagenome sequencing, pre-filtering, assembly, identification of microbial diversity, “data 
integration and its analysis” is the key to unlock the potential of the microbiota of honey bee gut. Gilliamella and 
Snodgrassella [Table–3] are found to be predominantly present [59] in all the honey bee gut metagenomes: 
Gilliamella apicola [9, 8, 29], Gilliamella sp. [9], G. apicola wkB1T [23], Snodgrassella alvi [8,9], Snodgrassella sp. 
[9], S. alvi wkB2T [23]. Both, G. apicola and S. alvi are present only in pH neutral hive niches [60].   G. apicola and 
S. alvi showed high percentage of 16S rRNA similarity and multiple strains are present in the same gut sample [59] 
because of their frequent recombination. Both, phylogenies of G. apicola and S. alvi show major similarity with the 
phylogenies of their hosts [29]. G. apicola is present generally in the midgut and hindgut regions [60]. Moreover, 
significant numbers of recombination events occur in Gilliamella sp when compared to S. alvi [61, 62]. One 
phylotype within Betaproteobacteria [“Candidatus S. alvi”], and one within Gammaproteobacteria [“Candidatus G. 
apicola”] are present in each and every one of the gut metagenomes suggesting the importance of Snodgrassella and 
Gilliamella [61]. 
 
Actinobacteria, γ-Proteobacteria [Frischella perrara] and Bacilli, the core group of bacteria responsible for 
breakdown of polysaccharides, fermentation and production of honey [24, 63] have been identified by 
metagenomics. A key family namely Acetobacteraceae responsible for microbial persistence in larval stage is 
present in first and second larval instars[22]. γ-proteobacterial species [having genes encoding pectin-degrading 
enzymes] responsible for breakdown of pollen walls and honey formation [9]  have been identified by 
metagenomics. Bifidobacterium sp. [31, 34], Lactobacillus kunkeei [60], Acetobacteraceae and Lactobacillus sp., 
the probiotics species are present in honey bee gut [9]. Bifidobacterium sp. provides defensive mechanism to honey 
bee to ward off potential pathogens [31]. L. kunkeei controls the larval gut and beebread, the key niches of honey 
bee [22]. These species are responsible for maintaining the probiotic nature of the gut. 
 
CCD as described earlier is responsible for loss of billions of US$ to the beekeeping industries in the continents of 
Americas [4, 6], Europe [5], and Africa [7]. Indiscriminate use of pesticides, antibiotics in beekeeping industries has 
led to development of pesticide and antibiotic resistance in the worker honeybees [3]. All these factors affect the 
normal flora of honeybee gut leading to the large scale collapse of honeybee colonies [2, 21]. Metagenomics unlike 
erstwhile physical and chemical methods has able to recognize and differentiate the normal gut microbiota and 
causative agents [bacteria, parasites and virus] of CCD. Metagenomics analysis has prevented further loss of worker 
bees due to CCD. 
 
 Pathogenic bacteria, fungi, parasite, virus to blame for loss of honey bee colonies have been identified by 
metagenomics. Principal pathogens include Burkholderia [25], Wolbachia, Mucor hiemalis, Nosema apis, N. 
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ceranae [64], Crithidia [65], Lake Sinai virus [LSV] [27, 33], black queen cell virus [BQCV], acute bee paralysis 
virus [ABPV], deformed wing virus [DWV] [28], Israeli acute paralysis virus [IAPV] [27], Kashmir bee virus 
[KBV] and sacbrood virus [SV] [21]. Wolbachia is an persistent honey bee associate. Among these pathogens Israeli 
acute paralysis virus is found to be highly contagious [21]. Burkholderia [25] is found in lone individual bees. M. 
hiemalis kills honey bees under various conditions [21]. Nosema species [N. apis, N. ceranae] is very much 
prevalent [21] in honey bees [100% in case of CCD]. N. ceranae works in synergistic with the wide variety of virus: 
BQCV, ABPV, DWV, KBV [33] to cause CCD.  
 
Through gut metagenomics, an 18S rRNA gene of about ~700 nucleotide section is identified to be of the parasite 
Crithidia [21]. Crithidia is controlled in gut by the presence of Gilliamella [65]. New strains of LSV [27,33] have 
emerged in recent times in both USA and Europe. ABPV and KBV are closely related virus responsible for CCD 
[33] and KBV in particular is prevelant in CCD colonies in major parts of USA [33].  DWV is responsible for loss 
of colonies during fall season in USA [5]. Recently, a new variant of IAPV has been identified [27]. Through 
metagenomics approach, it is proved that Iridovirus does not cause CCD [32]. 
 
Antibiotic resistance poses severe threat for survival of honey bee colonies. Tetracyclin resistance is a leading cause 
for loss of colonies [66]. Through metagenomics approach, 8 tetracycline resistance loci namely: genes coding for 
efflux pump and genes coding for ribosome protection  are identified from microbiota associated with tetracycline 
exposed bee colonies [66]. 
 
GUT MICROBIOTA FACTORS INFLUENCING APICULTURE: IDENTIFIED BY 
METAGENOMICS 
 
Microbiota factors are responsible for the increase in the yield of apiculture products [67]. Various metagenomics 
sequencing methods have been employed to study these factors [Table–3].  Biofilm formation by the gut microbiota 
is responsible for pathogen defense, thereby preventing the loss of worker bees against protozoan parasite [9]. 
Carbohydrate metabolism by gut microbiota results in efficient nutrient utilization leading to increase in honey 
production [9, 22, 24]. Disease progression and resistance is influenced by gut microbiota, thereby maintaining the 
general health honeybee colony   [22]. Horizontal gene exchange among gut symbionts is responsible for the host 
specificity [23].  
 
Niche adaptation is a critical factor for diversification of gut microbiota among different species of honey bee. This 
factor is responsible for breakdown of pollen walls for nutrition, energy metabolism, microbial succession [8, 9, 22, 
23]. 
 
FUTURE DIRECTIONS OF HONEY BEE GUT METAGENOMICS 
 
 Future research in honey bee gut metagenomics depends upon the information generated through the sequencing 
projects. Further, a fully dedicated database would serve as a repository of  data generated and further relevant 
information would be obtained. Using this information, new drug targets can be developed to counter the menace of 
CCD. This would result in enhancement of life span of honey bees resulting increased pollination and production of 
honey, propolis, royal jelly and wax. 
 
CONCLUSION 
 
Honey bee gut metagenome serve as indicator of its health [34] and a marked change in the metagenome 
composition can be used as biological marker of the colony health [25, 27, 33]. Broad-spectrum hygiene, disease 
prevention, synthesis of nutrients in the honey bee colonies is due to the core beneficial microbial community 
present in the gut metagenome [24, 31, 60]. Well-organized evolutionary aspects of honey bee gut microbiota serve 
as model to study gut microbiota of higher animals [8]. CCD and antibiotic resistance is comprehensively studied 
using metagenomics [3, 32, 66]. Metagenomics has revealed that vertical transmission of gut microbiota from 
mother to daughter honey bees and also role of worker bees [29, 63]. Thus, honey bee emerged as front runner in the 
study of gut metagenomics in particular to that of beneficial bacteria [9, 23, 30, 55].  
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Table: 1. Honey bee gut metagenome DNA/RNA isolation Kits 

 
Kit Manufacturers References 

FastDNA® SPIN Kit MP Biomedicals [India] Pvt 
Ltd, Mumbai, India 

34 

RNAqueous®-Micro Total RNA 
Isolation Kit 
 

Invitrogen BioServices India 
Pvt. Ltd, Bangalore, India 

33 

Gentra Puregene Cell Kit Qiagen, Hilden, Germany 9 
DNeasy Blood & Tissue Kit Qiagen, Hilden, Germany 26 
QIAamp DNA Mini Kit Qiagen, Hilden, Germany 27 
RNeasy Mini Kit 
 

Qiagen, Hilden, Germany 28 

Gentra Puregene Tissue Kit Qiagen, Hilden, Germany 25 
UltraClean® Tissue & Cells RNA 
Isolation Kit 

MO BIO Laboratories, Inc, 
Carlsbad, USA 

31 

NucliSENS®  easyMAG® bioMerieux, Inc, Durham, 
USA 

32 

 
 
 

Table: 2. Bioinformatics tools, softwares and databases used in honey bee gut metagenomics 

Databases, Platforms,  Softwares, Tools Reference
s 

Pre-filtering and gap-closing 
RDP-II 

Pyrotagger 

 
40 
42 

Assembly of the sequences 
RDP-II 

Velvet v1.2.10 

 
40 
43 

Annotation of the genes 
MetaPhyler 
IMG/M ER 

 
45 
46 

Data integration 
Geneious Pro v5.6 

 
49 

Data analysis 
IMG/M ER 

 
46 

 
Table: 3. Factors influencing apiculture identified by etagenomics 

Factors Microbiome Sequencer 

Biofilm formation G. apicola 
S. alvi IGA IIx* 

Carbohydrate metabolism 
Gilliamella sp. 
Snodgrassella sp. 
 

IGA IIx* 
 

 γ-Proteobacteria, Bacilli 
 IGA IIx* 

Horizontal gene exchange G. apicola wkB1T 
S. alvi wkB2T IGA IIx* 

Niche adaptation 

Gilliamella sp. 
Snodgrassella sp. 
 

IGA IIx* 
 
 

G. apicola 
S. alvi 
 

IGA IIx* 
 

G. apicola wkB1T 
S. alvi wkB2T IGA IIx* 

 

IGA IIx* - Illumina Genome Analyzer IIx;  

. 
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INTRODUCTION 
 
Mining activities are the major source of molybdenum pollution. In Indonesia, copper and gold mining activity 
from the copper-gold-molybdenum porphyry deposit in Batu Hijau, Sumbawa has steadily contaminated 
surrounding coastal regions. The mine deposits nearly several million tonnes of waste tailings to the sea annually. 
This has led to decreased fish population and water quality [1,2]. A similar situation is seen in a molybdenum 
mine in western Liaoning China, where the molybdenum mine tailings have polluted the Nver River. The river 
water and sediment contain molybdenum at levels far exceeding the statutory limits [3]. In Armenia, numerous 
copper-molybdenum mines and a copper-molybdenum metallurgical plant in Alaverdi, the latter operating without 
a proper filtration system since 1996 have polluted nearly 300 square kilometres of land [4]. In the Miduk Copper 
Complex in Iran, in which molybdenum is a valuable by-product, the complex tailings dam has triggered a high 
concentration of molybdenum found in the borehole near a drinking water source. Metal seepage and infiltration 
towards the surrounding surface and groundwater from the metal tailings dam is frequently inevitable, causing the 
observed pollution [5]. In Malaysia, the Mamut copper mine in Ranau Sabah, produced gold and molybdenum as 

 
A molybdenum-reducing bacterium isolated from contaminated soil was able to utilize acrylamide as the 
electron donor source, and was able utilize acrylamide, acetamide and propionamide for growth. 
Reduction was optimal at pH between 6.0 to 6.3, at temperatures of between 30 and 37 oC, glucose as 
the electron donor, phosphate at 5.0 mM, and sodium molybdate at 15 mM. The absorption spectrum of 
the Mo-blue indicates it is a reduced phosphomolybdate. Molybdenum reduction was inhibited by 
mercury (ii), silver (i) and chromium (vi) at 2 p.p.m. by 91.9, 82.7 and 17.4 %, respectively. Biochemical 
analysis resulted in a tentative identification of the bacterium as Burkholderia cepacia strain Neni-11. The 
growth of this bacterium modelled according to the modified Gompertz model. The growth parameters 
obtained were maximum specific growth rates of 1.241 d-1, 0.971 d-1, 0.85 d-1 for acrylamide, 
propionamide and acetamide, respectively, while the lag periods of 1.372 d, 1.562 and 1.639 d were 
observed for acrylamide, propionamide and acetamide, respectively. The ability of this bacterium to 
detoxify molybdenum and grown on toxic amides makes this bacterium an important tool for 
bioremediation. 
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by-products. Episodic ruptures of the pipes carrying metal-rich wastes have caused the contamination of the 
surrounding agricultural areas and the Ranau River [6,7].  
 
Substantial nutritional consumption of molybdenum brings about a secondary copper deficit. The symptoms, 
mainly documented in ruminants are observed globally. Cattle and sheep are ten times more prone compared to 
non-ruminants. The sulfur-rich conditionss in the rumen favour formation of thiomolybdate compounds. As these 
compounds chelate copper, the bioavailability of copper diminished and copper deficiency symptoms such as 
weight loss, anemia, diarrhea kidney damage, and osteoporosis occur [8]. Spermatogenesis in several organisms is 
also negatively affected by molybdenum. Molybdenum supplementation in the fruit fly drosophila severely 
disturbed spermatogenesis [9]. Rats are also affected. Molybdenum (ammonium molybdate) supplementation to 
the adult male Wistar rats diet leads to histopathological and histomorphometric with a substantial weight 
reduction of the testes [10]. Spermatogenesis in the testicular organ culture of the Japanese eel induced by the 
compound 11-ketotestosterone (11KT) is also inhibited by a combination of heavy metals including molybdenum. 
A synergistic effect of molybdenum was observed in this study [11].   
 
Aside from heavy metals, organic pollutants or manmade chemicals (xenobiotics) such as phenol, acrylamide, 
nicotinamide, acetamide, iodoacetamide, propionamide, acetamide, sodium dodecyl sulfate (SDS) and diesel are 
major global pollutants [12–14]. Amides such as acrylamide, acetamide and propionamide are produced in the 
order of millions of tonnes per year [15]. Acrylamide is chiefly used to synthesize the polymer polyacrylamides 
[16]. Acetamide is used as a plasticizer and as an industrial solvent while propionamide is used as an ingredient in 
many different organic processes to form other useful compounds. Amongst these amides, acrylamide is very 
toxic. The acrylonitrile-acrylamide industries are known sources acrylamide pollution with levels as high as 1 g/L 
have been reported [17]. Another non-documented source of acrylamide comes from glyphosate application in 
agriculture areas. The formulation of this pesticide uses 20-30% polyacrylamide as a dispersing agent [18], and 
this could be a substantial source of acrylamide pollution in soils and run-offs.  
 
Removal of soluble molybdenum through bacterial reduction is a promising bioremediation strategy [19]. In 
bacterial reduction of molybdenum to the colloidal molybdenum blue, the Mo-blue aggregates with bacterial 
biomass can aid in its removal [20]. Since it was first discovered in 1896, [21] many more Mo-reducing bacteria 
have been isolated [19, 22, 23]. Some microbes are able to degrade a variety of xenobiotics including acrylamide 
[24] and detoxify heavy metals at the same time including the reduction of chromate coupled with the 
biodegradation of phenol [25].  
 
In this work, we successfully isolated a novel molybdenum reducing bacterium showing the capacity to grow on 
various amide and nitrile compounds. The novel characteristics of this bacterium will make the bacterium suitable 
for the bioremediation of polluted sites having these pollutants in the future. 
 
MATERIALS AND METHODS 
 
Molybdenum-reducing bacterium growth and maintenance 
 
Soil samples were taken (5 cm deep from topsoil) from the grounds of a garbage-contaminated land in the province of Pariaman, 
Sumatera, Indonesia in January 2009. Isolation of molybdenum-reducing bacteria utilized a minimal salts media (MSM) with the 
phosphate concentration set at 5 mM. The MSM was also supplemented with sodium molybdate at 10 mM. Preparation of soil 
bacterial suspension was carried out by adding soil (1.0 gram) to 10 ml of deionized water. The soil suspension was thoroughly 
mixed, and 0.1 mL of the soil suspension was then spread onto a petri dish containing agar of a media (w/v) as follows: yeast 
extract (0.5%), MgSO4•7H2O (0.05%), Na2MoO4.2H2O (0.242 % or 10 mM), glucose (1%), (NH4)2•SO4 (0.3%), NaCl (0.5%), agar 
(1.5%), and Na2HPO4 (0.071% or 5 mM). The pH of the media was adjusted to pH 6.5 [23]. This media is known as a low 
phosphate molybdate media or LPM. After 48 hours of incubation at room temperature, several white and ten blue colonies 
appeared on the plate. The ten isolates were then restreaked on the LPM agar several times in order to get pure culture. Mo-blue 
production from these bacteria was then quantified in 100 mL liquid culture (LPM) to select the best isolate. Mo-blue production 
was quantified at 865 nm utilizing the extinction coefficient of 16.3 mM.-1.cm-1 to choose the best isolate. Characterization of the 
molybdenum blue produced was carried out by scanning the absorption spectrum of the blue supernatant from the liquid culture 
from 400 to 900 nm (UV-spectrophotometer, Shimadzu 1201) with low phosphate media minus bacterium as the baseline 
correction. Briefly, the culture supernatant was centrifuged at 10,000 x g for 10 minutes at room temperature to remove bacterial 
aggregates. The bacterium was identified via biochemical and phenotypical methods [23] in accordance to the Bergey’s Manual 
of Determinative Bacteriology [26], and the results plugged into the ABIS online system [27]. 
 
Bacterial resting cells preparation  
 
The characterizations of molybdenum reduction including the effects of carbon sources, heavy metals, concentrations of 
phosphate, molybdate, pH and temperature were carried out utilizing resting cells in a microtiter format as before, but with slight 
modifications [28]. Briefly, bacterial cells were grown aerobically in several 250 mL shake flasks with shaking at 120 rpm on an 
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orbital shaker (Yihder, Taiwan) in a volume of 1 L. Incubation was carried out at room temperature. The media utilized was the 
High Phosphate media (HPM) with the only difference to the LPM was the phosphate concentration set at 100 mM. This was 
carried out to prevent bacterial aggregations to molybdenum blue, which leads to cellular harvesting complications. Cells were 
centrifuged at 15,000 x g at 4 oC for 10 minutes. The bacterial pellets were then rinsed with deionized water twice. The pellets 
were then resuspended in 20 L of LPM with glucose omitted. Appropriate alterations in the LPM were carried out to meet the 
needs of modifications in the carbon sources, phosphate, molybdate and pH conditions during the characterization works. About 
180 L of the appropriately modified LPM was sterically transferred into the wells of a sterile microplate. This was followed by the 
addition of 20 mL of sterile glucose or other carbon sources from a stock solution to the final concentration of 1.0 % (w/v). The 
total volume was 200 L. The microplates were then sealed (Corning® microplate), and incubated at room temperature. 
Readings at 750 nm were periodically taken using a BioRad Microtiter Plate reader (Model No. 680, Richmond, CA). This 
wavelength is the maximum filter available for the  microplate unit [28]. Quantification of the Mo-blue produced was carried out 
utilizing the extinction coefficient of 11.69 mM.-1.cm-1 at 750 nm was utilized to quantify Mo-blue production. The effect of several 
heavy metals was studied utilizing Atomic Absorption Spectrometry calibration standard solutions from MERCK.  
 
Test of amides and nitriles as sources of electron donor or growth 
 
The capacity of various amides and nitriles to support molybdenum reduction as electron donors was tested using the microplate 
format above by replacing glucose from the low phosphate medium with nicotinamide, acetamide, iodoacetamide, acrylamide, 
propionamide, acetamide, acetonitrile, acrylonitrile 2-chloroacetamide, and benzonitrile to the final concentration of 2,000 mg/L 
[29]. Glucose was the positive control, and was added to the final concentration of 2,000 mg/L. Then 200 L of the media was 
added into the microplate wells with 50 L of resting cells suspension. The microplate was incubated at room temperature for 
three days and the amount of Mo-blue production was measured at 750 nm as before. The ability of the compounds above to 
support the growth of this bacterium independent of molybdenum-reduction was tested using the microplate format above using 
the media below minus molybdate, and replacing glucose with the xenobiotics at the final concentration of 2,000 mg/L in a volume 
of 50 L. The ingredients of the growth media (LPM) were as follows: (NH4)2•SO4 (0.3%), NaNO3 (0.2%), MgSO4•7H2O (0.05%), 
yeast extract (0.01%), NaCl (0.5%) and Na2HPO4 (0.705% or 50 mM). Then 200 L of the media was added into the microplate 
wells and mixed with 50 L of resting cells suspension. The media was adjusted to pH 7.0. The increase of bacterial growth was 
measured at 600 nm after three days of incubation at room temperature. 
. 
Mathematical modelling of bacterial growth on amides 
 
Bacterial growth on these xenobiotics was modeled using the modified Gompertz model (Eqn. 1), having three parameters to be 
solved as this model is frequently used to model microbial growth [16].where A=bacterial growth at lower asymptote; µm= 
maximum specific bacterial growth rate, λ=lag time, e = exponent (2.718281828) and t = sampling time. 
 

















 1)(expexp t

A
eAy m 

     (1) 
 
RESULTS  
 
Isolation of Mo-reducing bacteria 

 
The ten Mo-reducing bacterial isolates were quantified for their capacity to produce Mo-blue by monitoring 
production at 865 nm. The best isolate was 6a [Table–1], and was chosen for further studies. 

 
Table: 1. Mo-blue production by bacterial isolates. 

 
Isolate nmole Mo-blue 

1a 0.23 
2a 1.87 
3a 1.03 
4a 0.45 
5a 2.19 
6a 15.02 
7a 3.42 
8a 2.13 
9a 7.02 

10a 3.04 
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Identification of bacterium 
 
Isolate 6a was a short rod-shaped, motile, Gram-negative bacterium. Identification of the bacterium was carried 
out by computing the results of cultural, morphological and various biochemical tests [Table–2] into the ABIS 
online software. Analysis using the software indicated that the bacterial identity giving the highest homology 
(73%) and accuracy at 91% as Burkholderia cepacia. Despite this, molecular identification technique through 
comparison of the 16srRNA gene is needed to identify this species further. The bacterium is tentatively identified 
as Burkholderiasp. strain Neni-11 in honor of the late Dr. Neni Gusmanizar. The bacterium exhibited optimum pH 
for reduction of between 6.0 and 6.3, and an optimum temperature ranging from 30 °C to 37°C (Data not shown). 

 
 

Table: 2. Morphological and biochemical tests of Burkholderia sp. strain Neni-11. 
 

Test  Acid production from 
Gram staining ‒ : 

Motility + L-Arabinose + 

Growth at 4 ºC ‒ Citrate + 

Growth at 41 ºC + Fructose + 

Growth on MacConkey agar ‒ Glucose + 

Arginine dihydrolase (ADH) ‒ meso-Inositol + 

Alkaline phosphatase (PAL) ‒ 2-Ketogluconate + 

H2S production + Mannose + 

Indole production + Mannitol + 

Nitrates reduction ‒ Sorbitol + 

Lecithinase ‒ Sucrose + 

Lysine decarboxylase (LDC) + Trehalose + 

Ornithine decarboxylase (ODC) ‒ Xylose + 

ONPG (beta-galactosidase) ‒ Glycogen ‒ 

Esculin hydrolysis + Methyl-mannoside ‒ 

Gelatin hydrolysis ‒ D-Melezitose ‒ 

Starch hydrolysis ‒ Inulin ‒ 

Urea hydrolysis ‒ Starch ‒ 

Oxidase reaction + D-Turanose ‒ 

Note: + positive result, − negative result 
 

 
Molybdenum absorbance spectrum 
 
Through the entire progress of molybdate reduction to Mo-blue, scanning of the supernatants of the culture media 
from 400 to 1000 nm demonstrated that the bacterium showed an exceptional Mo-blue spectrum having a 
maximum peak at 865 nm and a shoulder at 700 nm. This unique profile was noticed to be conserved through the 
entire incubation period [Figure– 1]. 
 
 
Effect of electron donor on molybdate reduction 
 
The best electron donor for supporting molybdate reduction was glucose with an optimal concentration at 1% 
(w/v) (data not shown). This is followed by sorbitol, fructose, 2-ketogluconate, mannose, sucrose, l-arabinose, 
mannitol, xylose, meso-inositol, trehalose and citrate in descending order [Figure– 2]. 
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Fig: 1. Scanning absorption spectrum of Mo-blue from Burkholderiasp. strain Neni-11 at different time intervals. 
…………………………………………………………………………………………………………….. 

 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig: 2. Mo-blue production utilizing various electron donor sources (1% w/v). The error bars indicate mean ± standard 
deviation of three replicates. 
…………………………………………………………………………………………………………….. 

 
Molybdate reduction under various concentrations of phosphate and molybdate 
 
The optimum concentration of phosphate supporting molybdenum reduction occurred between 5.0 and 7.5 mM 
with higher concentrations were strongly inhibitory to reduction [Figure– 3A]. Maximum amount of Mo-blue 
produced was seen at concentrations of molybdate at 15 mM, and after an incubation period of 52 hours 
approximately [Figure– 3B]. A lag period of about 10 hours was observed 

 
 

Effect of heavy metals 
 
Molybdenum reduction was inhibited by mercury (ii), silver (i) and chromium (vi) at 2 p.p.m. by 91.9, 82.7 and 
17.4 %, respectively. The heavy metals arsenic, cadmium, copper and lead did not exhibit inhibition to 
molybdenum reduction [Figure– 4]. 
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A       B 

 
Fig: 3. The effect of phosphate (A) and molybdate (B) concentrations on molybdenum reduction by Burkholderiasp. strain 
Neni-11. The error bars indicate mean ± standard deviation of three replicates. 
…………………………………………………………………………………………………………….. 

 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Fig: 4. Mo-blue reduction by xenobiotics at 10 mM in low phosphate media. Glucose was the positive control. The error bars 
indicate mean ± standard deviation of three replicates. 
…………………………………………………………………………………………………………….. 

Amides and nitriles as electron donors for reduction and growth 
 
The ability of these amides and nitriles to act as electron donor for molybdenum reduction was studied. Only 
acrylamide was shown to support molybdenum reduction but at a lower efficiency than glucose [Figure–5A]. The 
amides acrylamide, acetamide and propionamide supported the growth of this bacterium independently of 
molybdenum reduction [Figure–5B]. The growth of this bacterium on these amides was modelled according to 
the modified Gompertz model [Figure–6]. The absorbance values at 600 nm were first converted to natural 
logarithm. The correlation coefficients obtained for the model at 0.99, 0.98 and 0.98 for acrylamide, propionamide 
and acetamide, respectively, indicated good agreement between predicted and observed values. The growth 
parameters obtained were maximum specific growth rates of 1.241, 0.971 and 0.85 d-1 for acrylamide, 
propionamide and acetamide, respectively, while the lag periods of 1.372, 1.562 and 1.639 days were observed for 
acrylamide, propionamide and acetamide, respectively. 
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Fig: 5. Mo-blue reduction (A) measured at 750 nm and growth (B) measured at 600 nm by xenobiotics at 10 mM in low 
phosphate media. Glucose was the positive control. The error bars indicate mean ± standard deviation of three replicates. 
…………………………………………………………………………………………………………….. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig: 6. Growth of Burkholderiasp. strain Neni-11 on acrylamide, propionamide and acetamide as modelled using the 
modified Gompertz model (solid lines). Bacterium was incubated at room temperature in a microtiter plate. The error bars 
indicate mean ± standard deviation of three replicates. 
…………………………………………………………………………………………………………….. 

DISCUSSION 
 
The phenomenon of molybdenum blue formation from bacterial reduction of molybdenum was first reported in E. 
coli about more than one hundred years ago in 1896 [21]. This is followed in the last century, in 1939 [30].  It was 
reported again in 1985 after a long absence in E. coliK12 [31], and in 1993 in Enterobacter cloacae strain 48 [32]. 
The potential of this phenomenon to be used in the bioremediation of molybdenum is first realized by Ghani et al. 
[32]. Since then, numerous Mo-reducing bacteria have been isolated [Table–3], including two bacteria that can 
degrade SDS [23,33] as well as a psychrophilic Mo-reducing bacterium isolated from Antarctica. As the latter is a 
Pseudomonas species, we screened a similar bacterium initially isolated for diesel-degrading capacity to reduce 
molybdenum to molybdenum blue. This is a second bacterium isolated from Antarctica showing molybdenum-
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reducing property.The microtiter plate format utilizing resting cells allows a high throughput characterization 
format [23,28,34]. The utilization of resting cells or whole cells was first initiated in the bacterium Enterobacter 
cloacae strain 48 [32]. Several bacterial characterizations work such as in selenate [35], chromate [36] and 
vanadate [37] reductions also utilize resting cells. Furthermore, biodegradation of xenobiotics for example SDS 
[38,39] and diesel [40] also takes advantage of resting cells. The use of resting cells bypasses the initial stage of 
the growth process that is normally affected by toxic xenobiotics. 
 
In the past, Mo-blue production by Mo-reducing bacteria has been hypothesized to commence initially by an 
enzymatic reduction from the Mo6+ to the Mo5+ oxidation state. This is eventually accompanied by the add-on of 
phosphate ions from the surroundings producing Mo-blue [32]. However, this mechanism has some issues. In 
reality, Mo6+ ion does not exist in liquid solution. At neutral pH, molybdate appears as [MoO4]2- or molybdate 
anions with its protonated form, either HMoO4

- or H2MoO4. Molybdate concentrations of above 1 mM and at 
acidic pHs, molybdate ions instantly formed polyions among others H2Mo7O24

4-, HMo7O24
5-, Mo7O24

6-, and 
Mo12O37

2-. At very acidic pHs (<2.0), species such as Mo8O26
4- and Mo36O112(H2O)16

8- started to form with even 
complex species forming with further acidification. These forms of molybdenum are called polyoxomolybdates. 
The structure can incorporate heteroatoms such as silicate or phosphate, in the latter forming 
heteropolyoxomolybdates [51]. Enzymes for examples aldehyde oxidase and xantine oxidase can reduce these 
compounds into Mo-blue, which is an intense colloidal product with fractional oxidation state [52]. Nearly all 
bacterially produced Mo-blue show spectra with close similarity to the phosphate determination method [23,53], 
the latter is a reduced phosphomolybdate having a characteristics shoulder of from 700 to 720 nm, and a peak 
maximum from 870 nm to 890 nm [52,54]. We put forward a new hypothesis on Mo-blue production in bacteria 
based on molybdenum chemistry and Mo-blue spectral analysis that a phoshomolybdate intermediate is formed 
during the reduction of sodium molybdate to Mo-blue in bacteria [53]. The presence of an intermediate species 
during heavy metal reduction has been reported in chromate reduction (6+ to 3+) at least in the bacteria 
Pseudomonas ambigua[55] and Shewanella putrefaciens (now known as S. oneidensis) [56], where spectroscopic 
and paramagnetic resonance works have confirmed the presence of the intermediate species Cr5+. Spectroscopic 
analysis employed in in this work is regarded as a simple method for distinguishing between the existing 
heteropolymolybdates, which include silicomolybdate, phosphomolybdate, and sulfomolybdate. On the other 
hand, additional investigations making use of nuclear magnetic resonance and electron spin resonance are 
essential for in depth identification of the precise lacunary species of phosphomolybdate associated with bacterial 
reduction of molybdenum [52, 57]. 
 
The majority of the molybdenum reducers prefer either glucose or sucrose as the best carbon source Table– 3. 
One of the reasons is the easily assimilable characteristics of these carbohydrates. With generic metabolic 
pathways, the reducing equivalents NADH and NADPH can be generated easily using these carbon sources. Both 
of these compounds are electron-donating substrates for the molybdenum reducing-enzyme [58,59]. Despite 
sucrose and glucose being excellent electron donor, a cheaper carbon source for example molasses can be utilized 
especially in actual bioremediation, since molasses can be obtained economically and in large quantity from the 
sugar cane industry in Malaysia [60]. Molasses has been utilized as electron donor in the reduction of hexavalent 
chromate by the bacterium Flexivirga alba[61] and selenate reduction by five bacterial isolates [62]. The possible 
utilization of molasses as a carbon source is currently being evaluated. 
 
The presence of this lag period is probably because the conversion of molybdate to the intermediate 
phosphomolybdate needs to reach a critical value before reduction can take place as discussed previously [19].  It 
has been reported that bacterial molybdenum reduction is inhibited by phosphate at concentrations higher than 2.9 
mM [32]. In general, concentrations higher than 5 mM are inhibitory to many Mo-reducing bacteria [Table–3]. 
Phosphomolybdate is rapidly oxidized at neutral pHs, and its stability requires acidic pH [63]. At concentrations 
of 20 mM and higher, phosphate maintains the environment at neutrality. This rapidly destabilizes 
phosphomolybdate. Phosphate itself can destabilize the phosphomolybdate complex as a study has demonstrated 
that an acidified phosphate solution destabilizes an ascorbate-reduced phosphomolybdate [64].  
 
 The concentrations of molybdate supporting optimal Mo-blue production in bacteria range between 5 and 80 mM 
[Table–3]. In contrast to cationic heavy metals, bacteria can tolerate and reduce high concentrations of anionic 
heavy metals. For instance, the most tolerant microorganism can tolerate and reduce arsenate at 30 mM in 
Desulfomicrobium strain Ben-RB [65], chromate at 30 mM in Pseudomonas putida[66], selenate at 20 mM in 
Bacillus sp. [67], and vanadate at 50 mM in Pseudomonas isachenkovii[68]. These bacteria can be employed to 
cleanup molybdenum-polluted areas with high concentrations of molybdenum. A number of areas are stated to be 
polluted with high concentrations of molybdenum. In Colorado, contaminated sites from a discontinued uranium 
mine show molybdenum concentration as much as 6,500 mg/Kg in soils and 900 mg/L in water [69]. For efficient 
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reduction to take place, the phosphate concentrations should not exceed 20 mM. It is fortunate that most sites do 
not contain phosphate at concentrations exceeding this value [70]. 

 
Table: 3. Characterization of Mo-reducing bacteria isolated to date. 

 
Bacteria Optimal C 

source 
Optimal 

Molybdate 
(mM) 

Optimal 
Phosphate 

(mM) 

Heavy 
metals 

inhibition 

Author 

Klebsiella oxytoca 
strain Aft-7 

glucose 5-20 5-7.5 Cu2+, Ag+, Hg2+ [23] 

Bacillus pumilus strain 
lbna 

glucose 40 2.5-5 As3+, Pb2+, Zn2+, Cd2+, 
Cr6+, Hg2+, Cu2+ 

[41] 

Bacillus sp. strain A.rzi glucose 50 4 Cd2+, Cr6+, Cu2+,Ag+, 
Pb2+, Hg2+, Co2+,Zn2+ 

[42] 

Serratia sp. strain Dr.Y8 sucrose 50 5 Cr, Cu, Ag, Hg [43] 
S. marcescens strain 
Dr.Y9 

sucrose 20 5 Cr6+, Cu2+, Ag+, Hg2+ [44] 

Serratia sp. strain Dr.Y5 glucose 30 5 n.a. [45] 
Pseudomonas 
sp.strainDRY2 

glucose 15-20 5 Cr6+, Cu2+, Pb2+, Hg2+ [46] 

Pseudomonas sp. 
strain DRY1 

glucose 30-50 5 Cd2+, Cr6+, Cu2+,Ag+, 
Pb2+, Hg2+ 

[22] 

Enterobacter sp. strain 
Dr.Y13 

glucose 25-50 5 Cr6+, Cd2+, Cu2+, Ag+, 
Hg2+ 

[47] 

Acinetobacter 
calcoaceticus strain 
Dr.Y12 

glucose 20 5 Cd2+, Cr6+, Cu2+, Pb2+, 
Hg2+ 

[48] 

Serratia marcescens 
strain DRY6 

sucrose 15-25 5 Cr6+, Cu2+, Hg2+ [49] 
 

Enterobacter cloacae 
strain 48 

sucrose 20 2.9 Cr6+, Cu2+ [32] 

Escherichia coli K12 glucose 80 5 Cr6+ [31] 
Klebsiella oxytoca 
strain hkeem 

fructose 80 4.5 Cu2+, Ag+, Hg2+ [50] 

 
 
Two of the heavy metals tested that exhibit strong inhibitory response to molybdenum reduction, mercury and 
chromium, inhibit many of the Mo-reducing bacteria isolate to date [Table– 3]. Mercury is a strong inhibitor to 
bacterial chromate reduction from Cr6+ to Cr3+ in Bacillus sp. with the target site of inhibition is proposed as the 
sulfhydryl group [71]. Chromate inhibits the enzyme glucose oxidase [72] and nitrogen metabolism enzymes [73]. 
The addition of certain metal-sequestering or chelating substances such as calcium carbonate, manganese oxide, 
phosphate, and magnesium hydroxide to bioremediation sites may overcome the problem of mercury inhibition 
[74], and allowing molybdenum remediation to proceed. Another alternative to reduce the toxicity of mercury and 
copper is to immobilize the molybdenum-reducing bacterium in membrane or dialysis tubing [20]. 
 
The growth rate obtained indicates that growth on acrylamide was faster than either acetamide or propionamide, 
while the lag period observed also indicates that the bacteria could grow on acrylamide faster with a lower lag 
period than acetamide and propionamide. The presence of lag periods indicates that the bacterial cells spend 
energy to tolerate and activate metabolic pathways needed for amide assimilation. The ability of acrylamide to 
support Mo-reduction is novel. In the reduction of chromate, the xenobiotic phenol could be used as electron 
donor [75]. However, these two phenomena are very rare as most of the time simple carbohydrates such as lactate, 
sucrose or glucose are preferred donors [19]. The amides acrylamide, acetamide and propionamide are 
manufactured in the millions of tons annually. As the pollution of these amides is increasingly being reported, 
ways to remediate them are being sought. To date, several microorganisms have been isolated that can use these 
amides as carbon or nitrogen sources for growth. These microorganisms are potential bioremediation candidates 
[15,16,24,76–84]. Nonetheless, hardly any bacteria have been mentioned capable of degrading amide and detoxify 
heavy metals. Thus, the potential of this bacterium to accomplish the two functions shows that this bacterium can 
be beneficial as a bioremediation agent in contaminated sites co-contaminated with amides and heavy metals. 
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CONCLUSION 
 
A molybdenum-reducing bacterium showing the novel ability to use acrylamide as a source of electron donor for 
reduction is reported. In addition, the amides acrylamide, propionamide, and acetamide can be utilized as the 
growth of this bacterium. Characterization of molybdenum reduction including screening of potential xenobiotics 
acting as electron donor or carbon sources for growth was carried out utilizing resting cells in a microplate format 
allowing a potentially high throughput process. Glucose was the best electron donor for supporting reduction, 
while a critical phosphate concentration of 5.0 mM was optimal. Higher concentrations of phosphate were 
strongly inhibitory. The identity of the molybdenum blue produced indicated that it is a reduced phoshomolybdate 
based on scanning absorption spectrum. A modified Gompertz model was successfully used in modelling the 
growth of this bacterium on these amides. Nonetheless, hardly any bacteria have been mentioned capable of 
degrading amide and detoxify heavy metals. Thus, the potential of this bacterium to accomplish the two functions 
shows that this bacterium can be beneficial as a bioremediation agent in contaminated sites co-contaminated with 
amides and heavy metals. 
. 
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