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Dear Readers, 
 
It is with immense pleasure that I extend a warm welcome to each of you to our 
distinguished scientific journal dedicated to the exploration of Frontiers in Intelligent 
Systems Development. 
 
As the Editor of this IIOAB Journal issue, I am honored to witness the unfolding of 
unprecedented advancements and pioneering endeavors in the domain of intelligent 
systems. Our journal serves as a platform for the dissemination of transformative research, 
innovative methodologies, and cutting-edge applications that propel the development of 
intelligent systems across diverse domains. 
 
Your relentless pursuit of excellence in crafting intelligent systems stands at the forefront of 
technological innovation. Your contributions in algorithmic design, machine learning, 
artificial intelligence, and their interdisciplinary applications inspire breakthroughs that 
redefine the boundaries of what intelligent systems can achieve. 
 
The impact of intelligent systems permeates various facets of our lives, from healthcare and 
autonomous vehicles to finance and industry. Your dedication to pushing the boundaries of 
these systems not only drives technological progress but also holds the potential to 
revolutionize industries and enhance the quality of human existence. 
 
I encourage each of you to share your groundbreaking research, submit your visionary 
insights, and engage in vibrant discussions within the pages of our journal. Let us 
collectively nurture an environment where ideas flourish, collaborations thrive, and 
knowledge transcends boundaries. 
 
Thank you for your invaluable contributions to the evolution of intelligent systems. Your 
commitment to advancing the frontiers of technology through innovative developments is 
truly commendable, and I eagerly anticipate the wealth of transformative insights that will 
emerge from your contributions. 
 
Warm regards, 
 
Prof. Steven Lawrence Fernandes  
Editor-in-Chief 
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It’s my great pleasure to publish the special issue entitled FRONTIERS IN INTELLIGENT SYSTEMS 
DEVELOPMENT (FISD) and I thank all the contributors, editors, and reviewers for their all contributions and 
cooperation.    
 
In the he first paper in this special issue, ‘‘Implementation of area efficient multiplier and adder architecture in 
digital fir filter’’, Srividya presents two architectures for multiplier design, they are modified booth algorithm and 
Vedic algorithm. Vedic algorithm is used for implementation as it consumes less area than modified booth 
algorithm.  
 
The second paper by Prakash kumar et al. intend in analyzing the effect of network failure on QoS and reliability 
of the system in the presence of high request rate and network traffic. Performance of existing load balancing 
algorithm is investigated and compared in faulty environment. 
 
The next paper by Prasenjit Mukherjee Sasi and Baisakhi Chakraborty propose a novel Hybrid Knowledge 
Provider System (HKPS) where permutation-combination (PC) based parsing technique and Grammatical Rules 
(GR) based parsing technique have been applied on a single system.   HKPS is an automated system that shall be 
able to extract text and image based knowledge data from database. 
 
Two-fold techniques for optimizing system performance using Trigger based VM Migration technique is 
presented by Prakash kumar et al. This gets activated when CPU temperature increases beyond an upper threshold 
value, called Hotspot. A Network File System (NFS) based dynamic load balancing strategy is proposed for better 
system resource utilization.  
 
The analytical approach towards Classification of text documents using integer representation and regression: an 
integrated approach is the focus of the next paper. Ajit Danti and SN Bharath Bhushan describe integer 
representation using ASCII values of the each integer and linear regression for classification of text documents. 
Extensive experimentation is carried out on four publically available databases show the effectiveness of the 
proposed mode. 
 
The subsequent paper deals with a student evaluation model using Bayesian network in an intelligent e-learning 
system. Baisakhi Chakraborty and Meghamala Sinha focuses on an evaluation model to correctly detect the 

 
Science and technology has been growing rapidly and there is great need for developed on 
intelligent applications which would be useful to society. This special issue is intends to bring 
out intelligent systems in the area of science and technology. Key objective is to provide a 
guide to the rapidly developing resources in science and technology and their impact on 
human lives. Papers of this special issue include intelligent systems developed in the area of 
Statistical Analysis, Machine Learning, Soft Computing, Next Generation Computing, and 
Medical Image Processing. In the following section, we start by providing the readers of this 
special issue a brief overview of these research papers.  
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knowledge level of each student based on their response to questions. The uncertainty factor has been defined by 
terms guess and slips parameters. 
 
An in-depth review is performed in the next paper on Inter of Things (IoT) enabled in smart store by Ramesh S 
Nayak et al. The ideology of the smart store is to notify the store owner about the stock and various other 
requirements through an application in their phone. This enables the Store owner to notify his supplier to refill the 
stock.  
 
A novel approach for human activity recognition is presented in the next by Kishor H Walse et.al. Benchmark 
dataset is considered from the WISDM laboratory, which is available in public domain. Author has performed 
experiment using AdaBoost.M1 algorithm with Decision Stump, Hoeffding Tree, and Random. 
 
Final two papers are related to Computer Aided Diagnosis (CAD) of early cancer detection. Medical studies show 
that cancer can be easily cured if it is detected at an early stage. The authors of the last two papers are Steven 
Lawrence Fernandes et.al who presented two novel techniques for early cancer detection.  The developed 
techniques are analyzed using the images obtained from cancer hospitals and validated with after seeking the 
advice of a cancer medical practitioner. 
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INTRODUCTION 
 
In the recent trends, VLSI technology has brought a significant development in the area of chip design which 
mainly depends on the factors like area, speed and power. Considering all these factors, much architecture are 
developed   to implement Digital FIR filter which is used in digital signal processing applications. Filter is 
implemented using multipliers and adder blocks. Selection of efficient architecture for multiplier and adder is a 
major factor to be considered which in turn improves the efficiency of FIR filter. Digital FIR filter is the linear 
time invariant filter. A linear time invariant is the filter which does not vary with time and it interacts with the 
input signal and filter coefficients through a process called linear convolution and hence produces the output 
response. The synthesized architectures are shown in the following sections. In this paper two architecture for 
multiplier are simulated and synthesized and the physical design of it is performed using cadence tool and the 
adder is simulated and synthesized using Xilinx tool.

 
MATERIALS AND METHODS  
 
Existing Algorithm  
 
Array multiplier is  the existing algorithm and one of the most widely used multiplier technique and it is a long multiplication process. 
It has a regular  structure and used for unsigned multiplication. The computation cost and time taken by array multiplier is more. 
From the simulation and synthesis result obtained for array multiplier using Xilinx tool, the delay of array multiplier is found to be 
17.522ns.So booth multiplier is used for multiplication process. Booth multiplier multiplies two signed numbers and it is faster than 
array multiplier. The operation of booth algorithm includes arithmetic shift operation after addition and subtraction operation. The 
drawback of this type of multiplier is that this uses a large number of add and subtraction operation which becomes inconvenient to 
design parallel multiplier. Another drawback is that when there is isolated ones the algorithm becomes inefficient. From the 
simulation and synthesis result for booth multiplier, the delay is found to be 6.712ns. These drawbacks are overcome by modified 
booth algorithm and Vedic algorithm. 
 
 

 
 
The title of this paper  include  an implementation  of  low area efficient multiplier and adder architecture 
in digital FIR filter design.FIR filter  are mainly used in digital signal processing application in which  
multiplier and adder are the basic fundamental  blocks. Efficiency of filter design depends on the 
architecture used for multiplier and adder block which differ in the delay, area and power. In this paper 
two architectures are used for multiplier design, they are modified booth algorithm and Vedic algorithm, in 
which Vedic algorithm is used for implementation as it consumes less area than modified booth 
algorithm.And for design of adder block efficient architecture is used which include carry save adder. 
Hence the output responses of FIR filter is obtained using Vedic multiplier and carry save adder. The 
multiplier and adder architecture are simulated and synthesized using Xilinx ISE tool. The above two 
multiplier architecture are also simulated, synthesized and physical design of it is done using Cadence 
tool in order to obtain the GDSII file 
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Modified booth algorithm  
 
Modified booth algorithm is used to multiply signed as well as unsigned numbers and the partial product is reduced to N/2 from N, if 
N is the multiplier. Modified booth algorithms are so called as radix-2, radix-4, and radix-8 depending on the number which is taken 
as a base. Modified booth algorithm is faster than array multiplier and booth multiplier. Advantage of modified booth algorithm is that 
its computation is faster than conventional multiplier as it halves the partial products and it is used for longer operands whereas 
booth algorithm  has partial products same as that of the multiplier bits and can be used only for smaller operands. Disadvantage of 
this is that it requires and encoder circuit to encode the multiplier bits which consumes more area. This encoding of multiplier is 
done by grouping the bits in blocks of two(radix-2), blocks of three (radix-4), blocks of four(radix-8),such that one bit overlapping of 
each block is performed. And the encoding of the bits is performed based on the booth recording table which is shown.[Table–1, 
Table–2, Table–3].The halving of partial product is obtained by shifting  and adding for every second column [1]. 
 

Table: 1. Radix-2 booth recoding table 
 

Block 
A(Multiplier) 

Re-coded digits Operations on 
B(Multiplicand) 

00 0 0*B 
01 +1 +1*B 
10 -1 -1*B 
11 0 0*B 

 
Table: 2. Radix-4 booth recoding table 

 
 

Block 
A(Multiplier) 

 
Re-coded digits 

Operations on 
B(Multiplicand) 

000 0 0*B 
001 +1 +1*B 
010 +1 +1*B 
011 +2 +2*B 
100 -2 -2*B 
101 -1 -1*B 
110 -1 -1*B 
111 0 0*B 

 
Table: 3. Radix-8 booth recoding table 

 
Block 

A(Multiplier) 
Re-coded digits Operations on 

B(Multiplicand) 
 

0000 0 0*B 
0001 +1 +1*B 
0010 +1 +1*B 
0011 +2 +2*B 
0100 +2 +2*B 
0101 +3 +3*B 
0110 +3 +3*B 
0111 +4 +4*B 
1000 -4 -4*B 
1001 -3 -3*B 
1010 -3 -3*B 
1011 -2 -2*B 
1100 -2 -2*B 
1101 -1 -1*B 
1110 -1 -1*B 
1111 0 0*B 

Vedic algorithm  
 
Vedic algorithm is one of the ancient algorithms used for fast multiplication process. The Vedic algorithm is implemented based on 
Urdhva Tiryakbhyam (vertical and crosswise) Sutra. Out of 16 sutras; this is one such sutra which is used for all multiplication cases. 
Here partial product can be generated by concurrent addition of partial product.The multiplier using Vedic algorithm is independent 
of clock frequency of the processor because of parallel calculation of partial product and addition. One such feature of Vedic 
algorithm is reducing multi-bit multiplication into single bit multiplication. The carry propagation is reduced from LSB to MSB, as the 
partial product is generated in single step. This is well known algorithm which consumes less area compared to modified booth 
algorithm. The 2x2 Vedic multiplier blocks multiplies two bit binary numbers and this type of multiplication uses Urdhva Triyagbhyam 
algorithm. Consider two numbers ‘a’ and ‘b’,each of two bits then a[0]&b[0] represents LSB  and a[1]&b[1] represents MSB.The 
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output is 4 bit with y[0] forms the LSB,y[1] forms the second bit from LSB,y[2]  forms the third bit from LSB and y [3] forms the carry 
bit. 
 

  Carry save adder 
 
Carry save adder is one such adder with lesser delay in comparison with  different types of adders like ripple carry adder, carry look 
ahead adder, carry select adder  and so on. Operation of Carry save adder is same as that of full adder with three inputs. In carry 
save adder, sum and carry is calculated separately and then both are added to give the final sum. Carry save adder also consumes 
less area compared to other types of adder and it has a delay of 9.043ns. 

 

RESULTS  
 
Modified booth algorithm 

 
Figure–1 shows the RTL view of modified booth algorithm using cadence  tool.The RTL  view represents the 
encoder circuit which encodes the multiplier and then multiplies with the multiplicand to generate the  partial 
products and these partial products are then added using carry save adder to get the final result. Figure–2 shows  
physical design of modified booth algorithm using cadence tool. The physical design shows the layout of the design 
which are obtained by process such as partitioning,floorplanning and placement, clock tree synthesis, 
routing,compaction and finally the physical verification process. 
 

 
 

Fig: 1. RTL view of modified booth algorithm using cadence tool 
…………………………………………………………………………………………………………….. 
 

Vedic algorithm 
 

The 4x4 multiplier block can be easily constructed using four 2x2 bit multiplier blocks. And the partial product 
generated is fed to the addition tree and lower 2 bit of partial product are taken as least two bits to the result. Again 
8x8 multiplier block is constructed  using four 4x4 multiplier block and the partial product are then added to get the 
final result.8x8 multiplier blocks are better than 4x4 multiplier block because  computations are performed which are 
of 8 bit in many kind of processors. Here addition is performed using carry save adder which has less delay 
compared to all other adder. Carry save adder also consumes less area compared to other adders such as carry look 
ahead adder, carry select adder. Figure– 3 shows the RTL view of 8x8 multiplier using cadence tool.This figure 
indicates that using the parallel techniques the computation can be easily performed. Figure– 4 represents the 
physical design of 8x8 Vedic multiplier which include the process of generating the layout of the design. The final 
step of physical design process is the  GDSII file generation which are further used for fabrication process. Figure–5 
shows the simulation results of 8x8 Vedic multiplier which explains that multiplication of two 8 bit number obtains  
a 16 bit result. 
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Fig: 2. Physical design of modified booth algorithm using cadence tool 
…………………………………………………………………………………………………………….. 

 
 

 
 

Fig: 3. RTL view of 8x8 Vedic multiplier using cadence tool 
…………………………………………………………………………………………………………….. 
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Fig: 4. Physical design of 8x8 Vedic multiplier using cadence tool 
…………………………………………………………………………………………………………….. 
 
 

 
 

Fig: 5. Simulation result of 8x8 Vedic multiplier using Xilinx tool 
…………………………………………………………………………………………………………….. 
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DISCUSSION  
 

From the point of implementation of efficient multiplier and adder architecture, It was found that modified booth 
algorithm is better since it has lesser delay and consumes low power than Vedic multiplier. But in terms of cell area 
usage, it has seen that Vedic algorithm is far more efficient multiplier. While considering the efficient adder 
structure, carry save adder was found to be one such adder with lesser delay and low power consumption. Table– 4 
shows the Comparison of modified booth algorithm and Vedic algorithm used for multiplication operation. 

 
Table: 4. Comparison table of multiplier 

 
 

Multiplier 
 

Cell area 
 

Leakage 
power(nW) 

 
Dynamic 

power(nW) 

 
Total 

power(nW) 
 

Radix4 Modified 
booth algorithm 

(8x8) 

 
6912 

 
210.760 

 
136531.5 

 
136742.348 

 
Vedic algorithm 

(8x8) 

 
6044 

 
280.756 

 
357930.524 

 
358211.280 

 
 

CONCLUSION  
  
This paper presents an efficient architecture for multiplier and adder and from the analysis  result, modified booth 
algorithm is  found to be efficient in terms of power consumption and Vedic algorithm is efficient in terms of area 
consumption. So it is better to consider a hybrid architecture which involves the combination of modified booth 
algorithm and Vedic algorithm for design of FIR filter. 
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INTRODUCTION 
 
Recently, the network traffic is exploding with rapid development of internet. Therefore to provide uninterrupted 
services to users and maintain QoS, CDN is required. CDN is a popular solution to balance the load over a 
distributed system which acts as a single system for users. It is among one of the best methods to cope up with the 
increasing demand and an effective solution to support the load of fast growing web applications by adopting a 
distributed network of servers. 
 
CDN has been widely accepted as a method for circulating large amount of content to the users by making several 
redundant copies of content on multiple servers. CDN can solve even high congestion issues occurred due to 
unexpectedly high request rate from clients. There are many issues and parameters which restricts the 
performance of CDN such as issue of load balancing, cost, request traffic, response time. Many proposals [1-3] 
have been proposed to balance load based on Cost, Response time and load on server [4 - 6]. CDN has also been 
designed on the basis of Energy consumption and data transfer rate [3, 7, 9]. These proposals take into 
consideration energy consumed by the server and data transfer rate in the server. So the primary issue that persists 
in CDN is load balancing of request. In this paper, we have proposed a scalable and reliable architecture for CDN 
along with fault aware load balancing algorithm. Although many existing approaches address the issue of load 
balancing in CDN but they do not take into consideration failures at servers which increased with increase in load. 
The proposed algorithm takes into consideration both load and failure over a server and scalability of CDNs. To 
summarize, the proposed algorithm tried to solve the problem of scalability and load balancing in CDN and to 
overcome the drawbacks of existing techniques. 
 

With the increasing use of data sharing, traffic over the internet has increased significantly. There is a 
need to effectively to manage the load over the servers and maintain the overall system performance 
with better Quality of Service (QoS). To maintain better QoS, Content Delivery Network (CDN) is used. 
CDNs offer services that improve network performance in terms of utilizing the bandwidth, improving 
accessibility, maintaining correctness through content replication and reducing load on servers. The 
limitation of existing CDN load balancing algorithms is that it considers servers and the systems as non 
faulty which increases the probability of request been allocated at faulty server. With the increase in 
number of requests, the failure probability increases due to long waiting queue which increases the 
network load and processing time. To overcome this problem, a fault aware load balancing algorithm for 
CDNs is proposed that improves the QoS and reliability of the system. In this paper, the effect of network 
failure on QoS and reliability of the system is studied in the presence of high request rate and network 
traffic. Performance of existing load balancing algorithm is investigated and compared in faulty 
environment. Moreover, the performance of the proposed algorithm is compared with reported 
techniques. The experimental results demonstrate that proposed algorithm provides better robustness 
and resilience to fault without affecting the QoS. Further, a dynamic fault model is proposed and 
implemented which takes care of changing failure probability with load and provided better result as 
compared to static fault models. 
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Fig: 1. Layered Architecture 

…………………………………………………………………………………………………………….. 

Figure- 1 shows the layered architecture of CDN system with application layer at the top with client end, Then the 
type of CDN services offered. Third layer is management layer which is responsible for resource allocation security 
and load balancing and all other lower layers are standard network protocols and network connectivity. Servers are 
the last entity which remain connected using the networks.   
 
This paper is divided into 5 sections: Introduction, Related Work, Proposed Model, Experimental result and 
Conclusion. Section II discusses the survey of proposed model for load balancing and fault in CDN and their 
drawbacks. In section III, We present proposed architecture and load balancing algorithm. Section IV presents 
Simulation environment and experiment results. Section V finally summarizes the findings and future prospective of 
the proposed architecture. 
 
RELATED WORK 
 
This section focus on the survey of existing load balancing algorithm for CDNs and cloud computing. These 
algorithm aims to reduce the load over the overall system and maintain the overall utilization of system. Cardellini et 
al.[16] proposed a survey on load balancing algorithms and classified them into two categories static and dynamic 
load balancing algorithms. This classification over load balancing algorithm helps in better understanding of 
difference between static and adaptive load balancing algorithms. 
 
Dahlin et al.[17] proposed an least-loaded (LL) load balancing algorithm beast example for dynamic load balancing. 
In this requests are distributed to a server which is least loaded in term of queue length. Here requests are distributed 
to lead loaded server until it is completely saturated. To overcome this response time based algorithm was proposed 
to overcome the drawback of LL. Carter et al.[18] proposed a response time based load balancing algorithm which 
diverts the load to the server with fastest response time.  
 
Manfredi et al.[19] proposed an load balancing taking care of load over the system and the capability of server to 
process the request. In this proposed algorithm each server is assumed to have a fixed queue size and if the queue 
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length increases load balancing is initiated and a least loaded server with empty queue is selected to balance the 
load.   

  
Javadi et al. [20] discoursed load balancing which takes care of hardware fault based on Byzantine fault, i.e. an error 
in the system may lead to subsequent failure in the system. On the other hand, software failure, which covers request 
because of resource unavailability or high queue length also leads to request failure. In distributed system, failure 
can be correlated with a workload using spatial and temporal correlation between workload type and intensity of 
failure at different servers in short interval of time. Spatial correlation refers to multiple failures occurring on 
different servers in short interval of time. Temporal correlation means skewness of the failure spread over time. 
Where correlation between failure is the time between two consecutive failure .Let Ts( Fi ), Ts( Fj) be the start time 
of failure i , j. Temporal correlation can be calculated as: 
 

Li j=|| Fi + Fj || =| Ts( Fi ) - Ts( Fj) |                        (1) 
 

Ct (L) =                                       (2) 
 

Where ϴ is an adjustable time scale parameter for determining the temporal correlation between two failure events, 
and α and β are positive constants where 
 

              α = β +1                    (3) 
 

A hybrid approach based on random and LL was proposed by Mitzenmacher et al..[15] two random choice 
algorithm (2RC). In this 2 servers are randomly chosen and least loaded among those is selected. This approach is 
beneficial is there are a large number of servers and random choice algorithm help to provide an equal probability of 
a server been selected. 
 
Papagianni en al. [1] proposed similar load balancing algorithms based on cost in which a hierarchical framework is 
proposed which is further evaluated towards an efficient and scalable content distribution over a multi provider 
networked cloud environment, where inter and intra cloud communication resources are simultaneously considered 
along with traditional cloud computing resources. The performance of this proposed framework is accessed via 
simulation and modeling, while appropriate metrics are defined to associate with and reflecting the interests of 
different key players. 
 
Maki en al. [3] proposed a periodic combined-content distribution mechanism to increase the gain in traffic 
localization. This Proposed mechanism automatically optimizes the distribution period by using how long we can 
expect the previous downloaded combined-content to localize traffic. A pictorial view of this model in shown in 
figure 2 below. 

      

 
Fig: 2. Cost based Distribution 

…………………………………………………………………………………………………………….. 
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Mathew en al. [7] provided a new dimension to CDN proposed an energy aware load balancing algorithm which is 
an optimal offline and online algorithm and can be used to extract energy savings both at the level of local load 
balancing at the data center and global load balancing across data centers. 

Mahajan en al.[19] proposed and affinity based round robin load balancing algorithm for cloud to balance the 
requests in cloud infrastructure . This algorithm takes into consideration the load over the data center and then if the 
datacenter is over loaded initiates load balancing in round robin fashion. Kansal en al.[25]  have discussed an survey 
on various existing load balancing algorithm in distributed environment. They have identified various parameters 
used to de   

However all the existing techniques considers the system non faulty and do not take into consideration the reliability 
due to request failure and failure in system. So to overcome all these issues a fault and reliability aware distributed 
load balancing is proposed to overcome the request failures due to faults. 

 
RELATED BACKGROUND 
 
In this section we have proposed a fault model for CDN. Fluid models are being proposed for TCP flow control and 
in many MANET routing protocols [12-14]. CDN proposed framework consists of servers with independent queues 
of self-determining queue length and service rate. Our proposal uses a fluid model for dynamic queue and real time 
behavior of the system. We have assumed a CDN with ‘n’ number of servers with service queue and high rate of 
request traffic over the system, which cannot be fulfilled by single system and the system remains in critical 
situation. In such situation load balancing plays an important role to resolve the critical condition of servers by 
diverting the request to the server with lower request rate and empty queue which can full fill the requests. For a 
server with a fluid flow model we need to introduce few notations.  

  
 

 
Fig: 3. Fluid model 
…………………………………………………………………………………………………………….. 
 

 Qi(t) : Queue length of server ‘i’ at time t.                 
   αi (t) :Request arrival rate of server ‘i’  
  µi (t) : Service rate of the server ‘i’ 
 
 
   In the fluid model can defined by  
 

                                                 (4) 
   For i=1 2….N 

Where  Q’ (t) are the extra requests  to be fulfilled .In a fluid model with an increase in request arrival rate αi (t) 
over a node or server queue size increases if service rate is less than the request arrival rate and server cannot 
handle the requests. As a result of which requests in the queue have to wait for a long time. Also with increase in 
queue length, load over the servers increases resulting in an increase in response time and computation time. On 
the other hand, all this result in higher probability of request failure. To provide best QoS (Quality of service) we 
need to maintain the relation between the average incoming rate and average service rate.  

 
                                                                                                                                       (5)                                        
Average incoming rate =   
Average service rate =  

                                         



SPECIAL ISSUE  
_______________________________________________________________________________________________________________________   
      

  
| Kumar et al. 2016 | IIOABJ | Vol. 7 | 2 | 9–24     13 

                           w
w

w
.iioab.org                                                                                        

 
   

                                            w
w

w
.iioab.w

ebs.com
 

C
O

M
PU

TE
R

  S
C

IE
N

C
E 

Next parameter we need to find is the Probability of failure of request in server over a time t. We have assumed that request rate αi (t) is 
distributed randomly over the time which follows a Poisson distribution. 
 

                                                                                     (6) 
 

Where e is the natural logarithm and k is the possible number of occurrences of the event (positive integer values). 
X (The number of events in a given interval), λ (mean number of events per interval) is a positive number 
representing the expected number of occurrences within a specified interval. For example, if 6 requests arrive 
every 10 minutes, then for 1 hour λ will be 36. The Poisson distribution models the occurrence of an event without 
knowing the total number of possible occurrences. We have used the Poisson distribution for calculating fault 
rates and reliability of a system. So probability distribution for failure in a system can be given by 

                                       (7) 
Equation 7 shows the failure probability distribution over a time t, x (number of failures), ʎ (failure rate) .Where F 
(T) is defined as the probability of failure over the time t. To define failure in a system over a time t and t+ ∆ T is 
given as: 
 

                          (8) 
 

 

 
 
The Reliability of a system can be defined in term of many parameters such as durability, failure and QoS over a 
time t .In general probability, reliability can be defined as the probability of an item to perform a required function 
under stated conditions for a specified period of time. In terms of failure reliability of a system can be defined as 
resistance to failure of an item over time. The Probability that a system is reliable over a time t can be given as: 
 

                                                                                                                                  
(9) 

 
      For interval [0, t] 

          
And for time interval [t, t+ ∆ T] reliability R  (t) is given as 
 

    R(t)               (10) 
 

PROPOSED ALGORITHM 
 
Proposed load balancing is an improved algorithm over existing algorithm discoursed in section 2. Proposed 
algorithm takes into fault over a server over a period of time t as discoursed in section 3. Therefore the factors 
on which our algorithm is based on are Network Load, Fault Rate, Queue length, and Response Time. These 
parameters can be defined as: 
 
System Load: The percentage of serve request queue filled. 
Fault rate: Number of faults over a period of time. 
Queue Size: Maximum size of request queue length a server can maintain and fulfill. 
Response time: Time taken to start fulfilling a request. 
Network load: Total bandwidth of server out of total under utilization. 
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Since each server is assumed to have its service rate, request rate, response time, queue size and failure rate 
which changes dynamically with time. For load balancing we need to find overloaded server or as we say the 
hot spots. A Server is said to be overloaded if: 
 
QSize (i): queue size of server i; 
Qi( t)       : queue length of server i at time ‘t’ from equation  4   
△Qi    : Extra Queue to be balanced  
                                  
Queue Size (i) < Qi(t)            (11) 
 
The Proposed algorithm is divided into three phases: 
a) Initialization 
b) Load balancing 
c) Updating 
 
 

a. Initialization 
 
In this phase fitness value for a server is initialized with default values of all the parameters discoursed. All the 
parameters are checked and updated periodically. Initially fault rate and network load are zero, where as Queue 
size and response time are based on the server properties. Based on these values, fitness values are calculated.  
When a new server is introduced in CDN it is initialized with default values and fitness value is calculated and 
updated with equal intervals of time. Initial parameters are defined as: 
 
Fault_Ini   : Initial fault rate. 
QSize (i)    : Initial Queue length based on server.  
Resp_Ini   : Initial response time based on server.  
N_load_Ini : Initial network load. 
S_load_Ini :Initial system load.     

 
a. Load balancing 

 
In this phase when the original server queue is full and no more requests can be queued, in order to save request 
from waiting in queue of original server and fail due to deadline because they cannot be processed. So to 
overcome this replica of the data being requested is made on another server to balance the request load over the 
original server. To balance load we require finding a server which can fulfill the request with highest fitness 
value and same quality of service as promised by original server. Here we can classify the servers into two 
categories as a hot spot and a cold spot. 
 
Hot spots are those servers which are overloaded with requests and have most of the MIPS and network 
bandwidth utilized and long request waiting queue. Cold spots are those servers which have low request rate 
and can accommodate more requests .In other words servers with low MIPS and network bandwidth under 
utilization i.e. load network and processing load. Load balancing is required to stop server becoming hotspot 
and find a cold spot to balance the request load. Whenever a server is found over loaded based on equation 11 
we need  to find the server which can fulfill extra request defined as :    
 

           △Qi   =  Qi( t) - QSize (i)                (12) 
 

 △Qi is the extra queue size to be balanced on server i where i  . If △Qi   is positive we will call load 
balancing function. To balance the load we need to find a server with empty queue length and highest fitness value 
from a list of all such servers maintained. This list used by load balancing algorithm along with other parameters to 
find the best server over which request can be diverted.   
 
Whenever load balancing is called we need to find a best fit server based on following parameters. 
 
1) Fault rate:  It is directly propositional to the load on the server that can be network load which leads to 

network failure and system load which leads to system failure which is due to high request rate, increasing 
the queue length. If the size of the queue is too large beyond the  processing rate, the requests waiting time 
increases which lead to request failure. On other hand system load also increases the probability of system 
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failure in the  form of hard disk and machine failure. All the above discoursed reason leads to degradation 
in QoS (quality of service) provided by the server. 

 
                                (13) 

ʎ(t) : fault over a time t. 
 
Above equation defines that fault rate at a particular instance of time is functionally and directly 
proportional to system load and network load. 
 
ʎ: fault rate 
 

ʎ = ∑total number of fault / per hour;             (14) 
 

2) Response time: This can be defined as the time taken to start processing a request, i.e. the difference 
between the time request was submitted and the time server started processing the request. It is directly 
propositional to system load. As the CPU utilization of server increases response time increases. So the 
server which needs to be selected should have least average response time and can complete the request in 
least time.  

Resp : Response time 
 

3) Queue length: Every server has a fixed request queue length, which can be fulfilled without request failure. 
So we need to select a server for load balancing which have a sufficient largest free queue size to 
accommodate new requests without failure. 

 
To balance the load we need to take all the above parameters into consideration and calculate a fitness 
value for each server over which load can be balanced to provide better QoS and increase the reliability 
of the overall system by balancing the load and reducing failures. 

 
The Fitness value for a server can be determined as: 
Fval (s): Fitness value of server s 

                (15) 
 

 
 

 
 

 
server_id=   max(fval1,fval2….,fvaln);                 (16) 

Load balancing is divided into 3 steps 1) Find the list of all the servers which have empty queue grater then △Qi 
is created. 2) From the created list find a server for load balancing with highest fitness value but at the same 
time the new server should have less or equal fault rate than the searching server to provide same or higher 
quality of service as promised by the original server, i.e. least fault rate, lease network load, least system load, 
and largest free queue length. 3) Transfer the set of extra requests to the selected server. This approach helps in 
maintaining skewness and increase reliability and decrease fault rate. 
 
 
 

b. Fitness updating 
 
This phase includes updating the value of current network load, system load, fault rate, queue length of server. 
This phase is repeated after an equal interval of time to get the updated current status of the servers. Initially, all 
the parameters are initialized with default values in which fault rate ʎ (t) is initially zero, network load in also 
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zero and system load is also taken as zero. The Queue length of a server in always initially zero because there is 
no request made to that server. 
 
ʎ (t)_Initial = 0       \\ Initial fault rate 
 
N_load_ini = 0   \\Initial network load. 
 
S_load_ini = 0     \\Initial system load. 
 
Q_len_ini = 0      \\Initial queue length 
 
Res_Ini = Not zero       \\Initial server response time 
 
For calculating new fitness value we need to find changes in the parameters. Let Si be the server, ʎ (t)_new, 
N_load_new, S_load_new, Q_len_new , Res_new  are new fault rate over a time ‘t’ ,new network load, system 
load, queue length and response time correspondingly. Let new fitness value be fvalt_new (Si) of server i. 
 

     
 

 (17) 
 

                       server_id = min (fval1new, fval2new…., fvalnnew)                             (18) 
        

       
 

       
      

Whenever a fitness value is upgraded next request is always diverted to server with largest fitness value based 
on updated fitness values give in equation 17.  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Load balancing Algorithm 
 
1: Initialize servers  
2: Start sending requests 
3: push request in queue. 
4: if (queue length > server queue length) 
5:  s = find_server()         // find server with empty queue and highest fitness value 
6:  if (( s !=  searching server ) & (fault rate < searching server)) 
7:    Migrate request  =>“s”     
8: else 
9:  keep searching free server. 
10: else 
11: pop request from queue process it 
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In this section we have described the performance of proposed fault aware load balancing algorithm with round 
robin (RR), random (Rand), least loaded (LL),  two random choice (2RC) and queue length based load balancing 
(QLBLB) algorithms. In this for simulation GridSim API [10] is used. GridSim API basically supports scheduling 
and load balancing in parallel and distributed environment. Load balancing, fault in server and server request 
queue feature of GridSim are used to simulate CDN. 
 
Initially GridSim do not support failure in servers. In this implementation we have introduced fault aware 
scheduling in GridSim to study the performance of CDN in the fault aware environment. In simulation to create a 
network architecture as one shown in figure 1 we have used Brite file. Brite file helps to define network properties 
and the interconnection between the nodes which are the servers in our case. To compare performance based on 
the number of faults occurring by using each of the previous algorithms and proposed algorithm. We have 
considered 3 servers S1, S2, S3 each of them having their independent failure rate ʎ (t), request arrival rate, 
processing rate and queue length. Table 1 shows the specification of each server. 
 

Table: 1. Servers Parameters 
 

Server 
Name 

Queue 
length 

Fault  
rate 

Service  
rate 

Server1 20 0.143 7 
Server2 50 0.125 8 
Server3 50 0.5 2 

 
Queue length defines that after the specific queue is full extra requests will be balanced using proposed algorithm, 
to save the request to fail due to large waiting time. Table− 2 and figure− 4 shows the number of requests failed 
when the algorithms are tested for 60,100, 200,500,600 and 700 requests count with all algorithms. Workload 
traces are achieved from load traces of DAS-2multi-cluster system obtained from the Parallel Workload Archive 
are used to generate requests [24]. 

 
Table: 2.Request Failure Count 

 
Algorithm Request count 

60 100 200 500 600 700 
Proposed 8 15 28 85 102 121 

QLBLB 13 23 43 110 131 167 

RAND 12 25 36 91 109 132 

2RC 10 19 36 98 117 142 

LL 10 23 39 102 124 151 

RR 10 18 37 93 112 131 

 
 

Update fitness value algorithm 
 
1: Find updated values of parameters  
2: Find network load 
3: Find system load 
4: Find fitness value using equation 14 
5: update the new fitness value  
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Fig: 4. Failure count of proposed algorithm against other algorithms 
…………………………………………………………………………………………………………….. 

 
To compare performance based on probability of failure occurring by using each of the previous algorithms and 
proposed algorithm using scenario given in Table− 1. 

Table: 3. Failure probability 
 

 
Algorithm 

Request count 

60 100 200 300 400 500 600 700 

Proposed 0.133 0.15 0.14 0.16 0.17 0.17 0.17 0.172857 

QLBLB 0.216 0.23 0.23 0.233 0.224 0.22 0.218333 0.238571 

RAND 0.75 0.25 0.18 0.18 0.182 0.18 0.181667 0.188571 

2RC 0.166 0.19 0.18 0.199 0.197 0.2 0.195 0.202857 

LL 0.166 0.23 0.195 0.2 0.2 0.204 0.206667 0.215714 

RR 0.166 0.18 0.185 0.1866 0.185 0.186 0.186667 0.187143 

 

Table− 3 and figure−5 show the probability of request failure when each of the algorithm is tested over 
60,100,200,300,400,500,600 and 700 requests. Table− 3 shows that with increase in request failure probability 
increases for QLBLB, 2RC and LL.  On the other hand the probability of failure is stable for RR and Rand but 
grater then proposed algorithm. This shows that the proposed algorithm proves to have a lower failure count and 
failure probability as compared to other algorithms. 

Table: 4. Reliability 
 

Algorithm Request count 

60 100 200 500 600 700 

Proposed 0.867 0.85 0.86 0.83 0.83 0.827 

QLBLB 0.784 0.77 0.77 0.78 0.781 0.761 

RAND 0.25 0.75 0.82 0.82 0.818 0.811 

2RC 0.834 0.81 0.82 0.8 0.805 0.797 

LL 0.834 0.77 0.805 0.796 0.793 0.784 

RR 0.834 0.82 0.815 0.814 0.813 0.81 
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Fig: 5. Failure probability of proposed algorithm against other algorithms 

…………………………………………………………………………………………………………….. 

The Proposed algorithm can also be compared with other algorithm based on one more parameter, i.e. reliability 
which is defined in equation 9. Reliability defines the algorithm to be more dependent and probability that the 
request will be completed. So, higher the reliability lowers the chance of request failure. 

 

 
 

Fig: 6. Reliability of proposed algorithm against other algorithms 

…………………………………………………………………………………………………………….. 

 

Table: 5.Completed request count 
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Algorithms Request count 

60 100 200 300 400 500 600 700 

Proposed 52 85 172 252 332 415 498 579 

QLBLB 47 77 157 229 311 390 469 533 

RAND 48 75 164 246 327 409 491 568 

2RC 50 81 164 242 321 402 483 558 

LL 50 77 161 240 320 398 476 549 

RR 50 82 163 244 326 407 488 569 

 

 
Fig: 7. Completed request count of proposed algorithm against other algorithms 

…………………………………………………………………………………………………………….. 

Table− 4 and Figure− 6 shows the increase in reliability using proposed algorithm and improvement over other 
algorithm. Other advantages of the proposed algorithm over other algorithms that can be derived from Table− 3 
and Table−4 is that the algorithm which has higher reliability has shown to have high request failure, on the other 
hand proposed algorithm have a lower request failure and higher reliability. 

Table− 5 and Figure− 7 shows the improvement in Count of completed request using proposed algorithm over 
other proposed algorithm I faulty environment.     

 

                                                   (20) 

     N= number of servers. 

    Max_length_i =Maximum queue length of server i 

Proposed can also be compared based on the maximum queue length, because higher the queue size more the 
request waiting time. This increases the probability of request to fail over the period of time. So by comparing 
the maximum queue length achieved by each algorithm we can find the best algorithm.  
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(a) 2RC     (b) QLBLB 

Fig: 8. Queue length of 2RC and QLBLB algorithm 

…………………………………………………………………………………………………………….. 

   
(a) Fault     (b) LL 

Fig: 9. Queue length of Proposed Fault and LL algorithm 

…………………………………………………………………………………………………………….. 

   
(a) RAND     (b) RR 

Fig: 10. Queue length of RABD and RR algorithm 

…………………………………………………………………………………………………………….. 

Table: 6.Average Queue Length 
 

Algorithms RR LL RAND 2RC QLBLB FAULT 
Average Queue length 96 101 101 150 129 87 

Failure count 97 95 96 94 97 93 

 
Figure− 8, 9 and 10 shows the behavior for queue length due to proposed and all other algorithms. An 
observation that comes out from above figures is that the algorithm which lower average queue length but has a 
higher fault rate.  Figure− 8 (a) of 2RC algorithm has 150 average queue length and so on for other algorithm as 
shown in table 5 correspondingly.  Table− 6 clearly shows that an algorithm which has a lower average queue 
length, but has a higher failure count like RR algorithm, but proposed algorithm prove to have better performance 
in term of average queue length and failure count at the same time compare to other algorithm. Output for table− 
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6 is tested in the scenario shown in table−1 with 3 servers and corresponding failure rate, service rate and queue 
length. The   service rate for server 1is 7 requests can be processed at the same time, similarly 6 requests for 
server 2 and server 3. 

 
Table: 7. Throughput 

 
Algorithms Request count 

60 100 200 300 400 500 600 700 

Proposed 86.66667 85 86 84 83 83 83 82.71429 

QLBLB 78.33333 77 78.5 76.333333 77.75 78 78.16667 76.14286 

RAND 80 75 82 82 81.75 81.8 81.83333 81.14286 

2RC 83.33333 81 82 80.666667 80.25 80.4 80.5 79.71429 

LL 83.33333 77 80.5 80 80 79.6 79.33333 78.42857 

RR 83.33333 82 81.5 81.333333 81.5 81.4 81.33333 81.28571 

 

 
Fig: 11. Throughput Comparison of proposed algorithm against other algorithms 
…………………………………………………………………………………………………………….. 

Table− 7 compares the throughput of proposed algorithm and other proposed algorithms for 60, 100, 200, 300, 
500, 700 request over the servers. Figure− 11 compares the throughput of proposed algorithm graphically and 
shows the improvement of proposed algorithm over other algorithms. 

Taking into consideration all the performance parameters we can suggest that fault and reliability based proposed 
algorithm prove to have better performance and QoS over other algorithms. 

 
CONCLUSION 
 
In this paper, different types of Load balancing algorithm have been discussed with their drawbacks in CDN. To 
overcome the drawbacks, an efficient fault aware load balancing algorithm is proposed which performs better than 
other existing load balancing algorithms proposed for CDN in the fault aware environment. For future work, this 
algorithm may be compared with other proposals and study may be done for further improvements in the QoS.   
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INTRODUCTION 
 
Computer linguistic refers to analysis of sentence formation in natural language by the computer. The process of 
analysis of sentence formation is called parsing. There are several techniques of parsing. The importance of 
Syntactic parsing is mediating between linguistic expressions and their meanings. Many works have been done on 
usefulness of syntactic representations for subsequent tasks such as relation extraction, semantic role labeling and 
paraphrase detection as in [1]. We have proposed two techniques of parsing on a Knowledge Management System 
(KMS) termed as Knowledge Provider System (KPS) in this paper which are, Permutation-Combination (PC) 
based parsing and Grammatical Rules (GR) based parsing. In the PC based parsing system, KPS reads natural 
language query and creates a conceptual form of database using the Permutation-Combination (PC) technique. 
The semi-automated system follows the client-server architecture to handle the queries. Some individuals termed 
Knowledge Workers (KWs) are associated with the KPS. KPS has a default database with certain queries and 
responses stored in it. If KPS is not able to generate the response of a NLP query or if data is not present in the 
database then situation is handled by the KWs. The PC based KPS has been proposed by the authors in [2]. GR 
based parsing technique is another approach in Knowledge Provider System (KPS) to create the conceptual form 
of database. GR based KPS follows English grammar rules. KWs are not associated with GR based AKPS. The 
system itself generates response to the client side. The natural language queries may be in assertive or 
interrogative sentences. GR based AKPS refers the grammar rules at runtime to extract nouns as an entities and 
verb as a relationship. The system uses these entities and initializes them in to the semantic table for creating 
conceptual form of database. Each response is generated from the default database. The default database needs to 
be updated from reliable sources. The GR based AKPS has been proposed and discussed in [3]. This paper 
proposes a Hybrid KPS (HKPS) where PC based parsing technique and GR based parsing technique have been 
applied in a single system. It is an automated system that able to extract text and image based knowledge data 
from database. 
 
PREVIOUS RELATED WORKS  
 
There are many natural language processing based models. A study of several of them has revealed a wide variety 
of application based models. A common sense filter system has been evaluated in [4] for the ReVerb Open IE 
system, applied as a method for answer validation in a Question Answering task applicable to a large database of 

 
 
Syntactic analysis (Parsing) is a main method of analyzing a sentence in natural language. There are 
several techniques of parsing. This paper proposes a Hybrid Knowledge Provider System (HKPS) where 
permutation-combination (PC) based parsing technique and Grammatical Rules (GR) based parsing 
technique have been applied on a single system.   HKPS is an automated system that shall be able to 
extract text and image based knowledge data from database. 
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facts. This system queries a database to find the presence of arbitrary facts. A model of NLP considering the 
problem of learning commonsense knowledge has been discussed in [5]. The commonsense knowledge is in the 
form of first-order rules and noisy natural-language extractions. The noisy natural-language extractions are 
produced by an off-the-shelf information extraction system as in [5]. In complex inference problems involving 
long, complicated formulae, the Markov logic is used to integrate logical and distributional information in natural-
language semantics results. The system proposed a new inference algorithm based on Sample Search. The 
algorithm computes probabilities of complete formulae rather than ground atoms in [6]. Generating sentences 
from images is an idea of combining visual and linguistic information that has been gaining traction in the 
Computer Vision and Natural Language Processing communities over the past several years. The motivation of 
the model for a combined system is to generate richer linguistic descriptions of images and investigate the 
performance of several integrated information from language and vision systems as in [7]. 
 
Script signifies the sequence of knowledge of stereotypical event and it can aid text understanding. The Initial 
statistical methods have been developed in this model to learn probabilistic scripts from raw text corpora in [8]. 
The distributional models do not succeed to distinguish between semantic relations and the distributional models 
cannot be a valid model of conceptual representation. Then the approach is to use the Distributional Inclusion 
Hypothesis, which states that hyponyms tend to occur in a superset of contexts in which their hyponyms are found 
and thus propose a robust supervised approach that achieves accuracies of .84 and .85 on two accessible datasets 
as in [9]. An interactive text to 3D scene generation system which learns the expected spatial layout of objects 
from data has been discussed in [10]. As per the system, a user provides input in natural language text from which 
the system can extract explicit constraints on the objects and it should appear in the scene as in [10]. A natural 
language model has been discussed in [11] that integrate NLP with computer vision. The model has proposed a 
strategy for generating textual descriptions of videos and has used a factor graph to combine visual detections 
with language statistics which has improved recognition and description of entities in real-world videos [11]. 
TOKENSREGEX is a NLP based system which follows a framework for defining cascaded regular expressions 
over token sequences. TOKENSREGEX is a part of the Stanford CoreNLP software package and it is used for 
various tasks which require reasoning over tokenized text as in [12]. Two structured prediction models for joint 
parsing and multiword expression identification have been developed and proposed in [13] wherein earlier, 
syntactic analysis and multiword expression identification had been proposed as alternative methods of NLP. The 
experiments on prediction models in [13] show that both models can identify multiword expressions with much 
higher accuracy than a state-of-the art system based on word co-occurrence statistics. 
 
This paper proposes an application of PC based Parsing technique and Grammatical Rules based Parsing 
technique in to a single system. Section 2 discusses on previous related works, section 3 stated the principle of the 
architecture where PC based Parsing algorithm is associated into GR based Parsing technique and generates text 
based and image based responses by the algorithm. Section 4 describes Algorithm and its Rules, Section 5 
describes Methodology and Section 6 winds up with conclusion and future works. 
 
 
THE PRINCIPLE OF HYBRID KNOWLEDGE PROVIDER SYSTEM (HKPS)   
 
Knowledge Management System is domain specific and needs an organized knowledge database for extraction of 
knowledge. The KMS is meant to work for e-service oriented organizations providing regular services to clients. 
The authors have proposed a PC based KPS model in [2] and GR based AKPS model in [3] to handle Natural 
language client queries. Both systems follow the request-response model and extract knowledge data from 
knowledge database. Both of the systems use queries in natural language which may be assertive or interrogative. 
The role of the KWs in the KPS has been discussed in [2]. PC based KPS may not able to manage complex 
queries whereas GR based AKPS system may able to manage these complex queries where complexity refers to 
handling of auxiliary verb as main verb.  The parts of speech table (POS) has been used by the KPS to identify the 
unique words from the query sentences. KPS applies the PC based parsing technique to select the right 
combination of two entities and relationship of these entities generating a conceptual form of database which 
creates the sql-query for the extraction of data from the default database as a response. If records are not present 
into the database, then Knowledge Workers (KWs) handles the requested query and updates the database.  The 
parsing technique of KPS has been described greatly in the paper [2]. 
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Process of PC based Parsing Algorithm 
 
i.User posts Query in Natural Language. 
ii. Query is checked for validity. If valid then go for further Processing, if not, then prompt again. 
 
iii. The Query in Natural Language is tokenized. Query (String) = {S1, S2, S3, S4,………… Sn.} Where, S1, S2  
are tokens. 
 
iv. Each token is checked with English Grammar, placed in a Grammar Table (except for unique Tokens) and 
removed from the Token List after its placement in the grammar Table. 
 
For i = 0……n 
{ 
If( Si== wh[]) 
               // Insert s1 into the grammar table in its position. 
                      Else 
If(Si == Pre[]) 
              // Insert S3 into the grammar table in its position. 
                      Else 
If(Si == Aux[]) 
// Insert S3 into the grammar table in its position. 
. 
. 
If(Sn== Con[]) 
// Insert S3 into the grammar table in its position. 
} 
 
v.Check again for all unique Tokens (Words) and if the Unique Token matches with the content of  Grammar 
table, then it is removed from the Token List. The Algorithm is applied to the rest of the Token List in a similar 
manner.  
If unique Token does not match with the grammar table, then apply the Algorithm on Token List. 
vi. After applying the Algorithm will get the Conceptual form of Database (E-R representation) from the Natural 
Language Query. 
vii. If Database and Tables already created response the Query else create the Database and Tables and send query 
to the Knowledge Workers (KWs). Knowledge Workers will update the Database from where the response will be 
generated. 
viii. Resultant Database stores the response from where the user will get the Query Response. 
 
Architecture of Hybrid Knowledge Provider System 
 
The proposed HKPS model is based on the client server architecture where requests are sent to the HKPS which 
generates corresponding responses. The modular architecture of HKPS is shown in Figure− 1. Clients access the 
HKPS through a user interface where queries are posted in natural language. The Parsing Module runs two 
processes that generate the conceptual form of database from the user’s queries in natural language. The database 
module defines three types of Databases, namely, Temporary database, Default database and Result database. The 
Temporary database stores the unmanaged queries where request data is not present in Default database. Default 
database is a main database from where the response is generated to the client side. The Result database 
temporarily stores the response for the clients. The Context diagram in Figure− 2 indicates the working principle 
of HKPS which is self explanatory. 
 
 
ALGORITHM AND ITS RULES  
 
In The HKPS reads the queries in natural language. The query sentence may be of assertive or interrogative. The 
HKPS creates rules at runtime using the phrases of assertive and interrogative sentences. 
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Fig: 1. Architecture of HKPS 
…………………………………………………………………………………………………………….. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 

Fig: 2. Context diagram of HKPS 
…………………………………………………………………………………………………………….. 
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Assertive Sentence formation 
 
Assertive Sentence - Noun phrase + Verb phrase + Complement.  
The formation of rules of Assertive Sentence at runtime of the HKPS system will be  
“Noun + Verb + Noun”, “Determiners + Noun + Aux + Adverb + Verb + Preposition + Noun “or  
“Adjective + Noun + Preposition + Verb + Preposition + Determiners + Noun”.  
 
Interrogative Sentence formation 
 
The syntactic treatment of Interrogative sentence is different from Assertive sentence in English language. In a 
sentence, the Noun, Verb, Adjective, Adverb represents unique word(s) and verb does not have any fixed position. 
Verb may appear before Noun or after Noun. HKPS system cannot maintain any database for these unique words 
identification from a sentence. HKPS utilizes the phrases of interrogative sentence to create rules at runtime.  
Interrogative Sentence - Wh Phrase (attached Auxiliary Verb) + Noun Phrase +Verb Phrase + Complement. 
Wh phrase contain the Which, Who, What, etc. with am, are, is, was, were etc.  
The Rules created at runtime by the HKPS are-  
“Wh + Aux + Determiners + Noun + Verb + Preposition + Noun” or  
“Wh + Determiners + Noun + Verb + Preposition + Determiners + Noun + Noun”.  
The HKPS system may able to increase the rules when phrases of interrogative sentence are increased. Rules may 
be modified and updated from time to time providing an advantage to the system.   
 
This paper combines PC based parsing technique of KPS proposed and discussed in [2] with GR based parsing 
technique of AKPS as discussed in [3] to generate the HKPS. This system is fully automated and Knowledge 
Workers are not involved or associated as had been in PC based KPS discussed in [2]. The HPKS system has 
ability to retrieve text data as well as image data. In this application the image retrieval algorithm has been used. 
The HKPS model is domain specific and follows the query response model to extract knowledge from default 
database. The default database stores the knowledge data either in text mode or image mode. The HKPS generates 
response from this default database. If the HKPS fails to generate response for any query then it will be stored in a 
temporary database. Whenever the default database is updated from reliable sources like Database Administrator, 
System Administrator or any other Administrator, system will generate the response of the pending request. Two 
effective parsing algorithms work in tandem in HKPS to handle user’s request and generate response after 
selecting the appropriate parsing technique. The selection process of parsing method has been done on the basis of 
number of unique tokens. If number of unique tokens equal to three (3) then PC based parsing algorithm will be 
applied otherwise GR based parsing algorithm will be applied but number of unique tokens should be greater than 
one (1) and less than three (3) or greater than three (3).   
  
Process 
 
i. User posts Query in Natural Language. 
ii. Query is checked for validity. If valid then go for further Processing, if not, then prompt again. 
iii. The Query in Natural Language is tokenized. Query (String) = {S1, S2, S3, S4,………… Sn.} Where, 
S1, S2 are tokens. 
iv. Now apply the Algorithm on Token List. 
 
Algorithm 
 
1. Read Input Statement S. 
2. Each token is checked with English Grammar, and identify that how many unique tokens are there in the 
query sentence. 
3. IF (UniqueTokens == 3) THEN apply the KPS algorithm 
3.1. The Query in Natural Language is tokenized. Query (String) = {S1, S2, S3, S4,………… Sn.} Where, S1, S2  
are tokens. 
3.2. Each token is checked with English Grammar, placed in a Grammar Table (except for unique Tokens) and 
removed from the Token List after its placement in the grammar Table. 
3.3. Check again for all unique Tokens (Words) and if the Unique Token matches with the content of Grammar 
table, then it is removed from the Token List. The Algorithm is applied to the rest of the Token List in a similar 
manner. 
3.4. If unique Token does not match with the grammar table, then apply the permutation function on the Token 
List. 
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3.5. After permutation function being applied, the algorithm will show the noun-verb-noun combination insert 
them into the semantic table. 
4. ELSE 
IF ((UniqueTokens >3) ||  (UniqueTokens < 3 &&  UniqueTokens >1)) THEN apply the AKPS Algorithm 
4.1. Split Input Statement  S into the String Array called STR[n]. 
4.2. First check the STR[0] equal to the words-  “who”,”which”,”what”….etc. 
IF STR[0]== “who”|| IF STR[0]== “which”|| IF STR[0]== “what” ….. THEN  
CALL  Interrogative_Sentence(STR[n]) method 
ELSE 
CALL  Assertive_Sentence(STR[n]) method 
END IF 
5. Interrogative_Sentence(STR[n]) method: 
5.1 Create the each Rule and store it on Rules Array. 
 
5.2. Check the STR. length with the each rule length from Rules[n]. If the rule match from Rules[n] then send 
the selected rule and STR[n] to Parsing method which will either return 0 or 1 to a variable.If variable value is 1 
then   Insert STR[n] in Sentence Table in Database and Insert selected Rules in Rules Table in Database.  
 
6. Assertive_Sentence(STR[n]) method 
 
6.1. Create the each Rule and store it on Rules Array. 
6.2. Check the STR. length with the each rule length from Rules[n]. If the rule match from Rules[n] 
then send the selected rule and STR[n] to Parsing method which will either return 0 or 1 to a variable. If variable 
value is 1 then   Insert STR[n] in Sentence Table in Database and Insert selected Rules in Rules Table in 
Database.  
7.     int Parsing(string Rules, string STR) 
7.1.   Declare Parts of Speech List: WH[n]={”what”,”which”…} 
                               AUX[n]={“is”,”am”,”are”…} 
                               PRE[n]={“of”,”to”,”in”,”for”…} 
                               DET[n]={“a”,”an”,”the”…} 
                               PRO[n]={“I”,”you”,he”….} 
                  UNK[n]={“Noun”,”Adjective”,”Verb”….}  
7.2. split Rules to R[n] and STR to S[n]. 
          Declare Result[0....n] = NULL. Check each word from S[n] with each word from WH[n],   AUX[n], 
DET[n],PRO[n] and UNK[n] and store result in Result Array. 
7.3. Initialize the  variable value=0 
FOR i=0,j=0, TO Result.length -1 AND  R.length-1 STEP  1 
IF Result[i] != R[j] THEN 
Value INCREMENTED BY 1 
END IF 
END FOR 
7.4. If Value > 0 then the parsing method will return 0 else 1. 
8.  Select Row one by one from Rules Table and Sentence Table in Database.  
8.1. Each Row of Rules Table and Sentence Table initialize    in SS1 [n] and SS2 [n].  
8.2. Each word from SS1 array inserts it into the grammar table as per SS2 array. 
 9. From Grammar Table select the values from Noun, Verb columns and properly initialize in Semantic Table. 
10. Select values from semantic table and check each word in the synonym database where the actual word is 
stored with the synonyms.    
10.1. Initialize the Entity1, Entity2, Relationship values from Semantic Table to string variables entity1, entity2 
and verb. 
10.2. Value of entity1 and entity2 variables matches with synonyms words in Relation, Attributes Table and value 
of verb variable matches with synonyms words in Relationship Table.  
10.3. If value matched then reinitialize the values from Tables to entity1,entity2 and verb variables. 
10.4. Initialize the Filter Table through the values of entity1, entity2 and verb variables.  
10.5. In next step the system further processes the Filter table and create the SQL Query from the Filter table 
using the database conceptual form.  
10.6. The SQL query fetches the knowledge data from the default database as a response and store it into the 
result database. If the knowledge data not present in the default database then User/Clients query will be stored in 
temporary database termed as pending request. When default database will update as per the pending request then 
System will generate the response to the User/Clients. 
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11. The knowledge data can be the text data or image data. If the data is an image into the database then the 
system runs this algorithm below to retrieve the images from the default knowledge database. 
11.1. Declare the byte array to store image bytes 
byte[] photo_array; 
11.2. SQL-query fetch the text as well as image data from the default database and stored into a dataset call ds. 
11.3. In the next step initialize the another bytes array through the dataset variable ds.              
byte[] bytes = new byte[ds.Tables[0].Rows[0][3].ToString().Length * sizeof(char)]; 
11.4. Copies a specified number of bytes from a source array to destination array.               
System.Buffer.BlockCopy(ds.Tables[0].Rows[0][3].ToString().ToCharArray(), 0, bytes, 0, bytes.Length); 
11.5. Initialize the data of bytes array variable to photo array variable.  
photo_array = bytes; 
11.6. To represents the bytes data from the variable photo_array, the memory stream instance created.                 
MemoryStream ms = new MemoryStream(photo_aray); 
11.7. Initialize instance of memory stream to Picture Box control or Data Grid control to show the image like-                  

pictureBox1.Image = Image.FromStream(ms); 
pictureBox1.SizeMode = Picture Box Size Mode. Stretch Image; 

 
 
METHODOLOGY AND TOOLS 
 
The HKPS has been designed using C# at front end and MS-Access at back end as the designed tools. The HKPS has three 
events. The First event is User Interface event, second is PC based parsing process event, third is Grammatical Rule based 
parsing process event. Sequence of these events is as follows. 
 
User Interface event 
 
    i. The User will Login to the HKPS and post a Query string “University has opened many Departments” in natural language into 
the HKPS. 
    ii. After clicking the “QUERY SUBMIT” Button, the Query in natural language will be tokenized. Each token will be checked by 
the Parts of Speech Table to identify the unique tokens. If the number of unique tokens is equal to 3 (three) then PC based 
parsing process event will be called else, if the number of unique tokens is greater than 3(three) then GR based Parsing process 
event will be called. GR based Parsing process event can be called if number of unique tokens is less than 3(three) but greater 
than 2(two). 
 
PC based parsing process event 
 
i. The unique tokens will be extracted from the Query string in natural language. The tokenized query string will be checked by 
The Parts of Speech Table. Each word is a token and tokens corresponding to the words “has” and “many” in the Parts of Speech 
Table will be removed. Only three unique tokens “University”, “opened” and “Departments” will remain for further processing. 
ii. The remaining tokens will be permuted and there will be many combinations from which the system will select the right 
combination. As per the combinations, the tokens will be inserted into the Table− 1 (Semantic Table) of the database of the 
HKPS.  
 

Table: 1. Semantic Table in MS Access Database 
 

Entity1 Relationship Entity2 
University opened Departments 

   
 iii. The Conceptual Form (E-R Diagram) of Database is created from the semantic table number Table− 1 where Entity1, Entity2 
are the Relations of the Database and Relationship constructs the connection between two Relations. 
 
Grammatical Rules Based parsing process event 
 

i. Assume the Query string from the user is “What are the Computer courses offered by the Burdwan University”. 
ii. Split the string into tokens which correspond to each word of Query sentence. Check the first token if “Wh” word or not. If 

true, then “Interrogative Sentence” Method will be invoked. 
iii. Create each Rule at runtime and store it on Rules Array in Interrogative Sentence Method.  Compare Query string length 

with the each rule length from Rules Array and Insert each token in Table− 2 (Sentence Table in Database) and Insert each word 
from matched rule in Table− 3 (Rules Table in Database).  
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Table: 2. Sentence Table in MS Access Database 

 
S1 S2 S3 S4 S5 S6 S7 S8 S9 S10 

What are the Computer courses offered by the Burdwan University 

 
 

Table: 3. Rules Table in MS Access Database 
 

W1 W2 W3 W4 W5 W6 W7 W8 W9 W10 

Wh Aux Det. Noun Noun Verb Prep. Det. Noun Noun 

 
iv. Parsing Method will be called and as per the algorithm and the method would return either 0 or 1. 
v. Apply step 8 of the algorithm after selecting row from Table− 2 (Sentence table) and Table− 3 (Rules Table) in Database. After 
completion of step 8 it creates two arrays that will be inserted into Table− 4 (The Grammar Table).  

 
Table: 4. Grammar Table in MS Access Database 

 
Wh Det. Noun Pronoun Aux Adj Adv Verb Preposition 
What the 

the 
Computer 
courses 
Burdwan 
University 

 are   offered by 

 
vi. Select the Noun, Aux, Verb, and Preposition from Table− 4 (Grammar Table) and do the same that is mentioned in STEP 9 of 
the main algorithm. A Semantic Table is formed with entities and their relationship as shown in Table− 5. 
 

Table: 5. Semantic Table in MS Access Database. 
 

Entity1 Relationship Entity2 
Burdwan University Offered Computer 

courses 
 
vii. Using Entity1, Entity2 and Relationship values from Table− 5 (Semantic Table) will be produced the conceptual form (E-R 
Diagram) of Database.  
viii. The system will construct the SQL Query using Semantic Table. After creating the SQL Query, the system will run this query 
and generate response to the client side. 
 
CONCLUSION AND FUTURE WORKS 
 
This The HKPS model works on the basis of two main processes, the PC based parsing process and GR based 
parsing process. Any one of the processes may be chosen depending on the nature of the client query. The model 
is domain specific. The HKPS is modeled to be used for e-government services.  The e- government services may 
handle several different domains and there might be wide variety of queries. Since this HKPS is dedicated to one 
domain, future work lies on developing e-government service models to cater simultaneously to different services 
pertaining to multiple domains on same platform. 
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INTRODUCTION 
 

The re-invented Virtualization Technology consists of the system software layer known as the Virtual Machine 
Monitor (VMM) which controls and facilitates the creation, adoption, implementation and running of separate 
instances that consists of multiple emulated and separate environments named as Virtual Machines (VMs) on the 
same underlying physical hardware.  This VM has emerged as a need for today’s datacenter blocks and system 
clusters. VMs facilitate the datacenter to handle multi-tenant characteristics in a very reliable, secure, flexible and 
efficient way, which is the need of exponentially emerging Cloud Paradigm.   
 
The principal characteristic feature of virtualization enabled architecture is its dual state hardware- Privileged and 
Non-privileged access. The former makes all the instructions available to the user, whereas the latter has to make 
supervisory calls to the operating system nucleus, in order to have privileged access. The main characteristics of a 
VM is that it runs and uses only the resources allocated to it and does not go beyond that.  Virtualization of the 
instances of operating systems are highly useful as this feature facilitates the datacenter managers to provide 
isolated software and hardware environments to balance the user loads in a secure, reliable and fault tolerant way. 
Multiple VMs own the portion of the underlying hardware resources and each VM run their own separate 
operating systems which are handled and managed by the Virtual Machine Monitor (VMM). Many privileged and 
critical instructions are executed by these VMMs on behalf of the VMs running on it [1, 2]. 
 
A hypervisor actively encapsulates each and all volatile activities and requests of a VM. So, virtualization 
architecture can essentially be visualized as a sandbox with various virtual environments each with user defined 
attributes. One of such attribute is the operating system a VM is carrying called “Guest OS”. Similarly, the OS of 
the system over which para-virtualization is done, is called “Host OS”. A VMM maps each of the VMs with a 
separate file onto its local file system. Every change is reflected in the file on local file system. Such file is 
generally an image file of the VM. If such a file is carefully copied from a specified path to a similar path of 

Virtualization Technology (VT), re-invented to address most of the computer systems resource utilization 
challenges especially for Cloud Environment. An important feature of VT is live migration of the Virtual 
Machine (VM) that consists of Guest Operating Systems and applications running on it.VM migration 
optimizes the system performance by dynamically balancing the load. This paper proposes two-fold 
techniques for optimizing system performance: First, A Trigger based VM Migration technique that gets 
activated when CPU temperature increases beyond an upper threshold value, called Hotspot. 
Temperature increases due to high computational loads on the physical machine running multiple VMs. 
Based on the Hotspot threshold, a VM can be live migrated to another best threshold based identified 
physical machine available. Second, a Network File System (NFS) based dynamic load balancing 
strategy is proposed for better system resource utilization. This is achieved by selecting the most suitable 
VM for load allocation. 
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another VMM with similar hardware architecture, then the new hardware can resume the VM running on previous 
hardware. This process of shifting a VM from one hardware to another is termed as VM migration [1]. 
 
The need to migrate the VMs arises because of the overloading of one physical machine that runs multiple VMs 
onto it. Consequently, there is overheating which may degrade the performance and may also lead to faulty 
operations and system crashes. Hence a conditional load balancing is required for better manageability of the 
cluster of servers [2]. 
 
There are few advantages of migration of a whole of VM. The narrow interface between a virtualized OS and the 
virtual machine monitor (VMM) avoids the problem of residual dependencies. There are various ways to migrate 
a VM from one physical node to another. “Pure stop-and-copy” or “Cold” migration technique halts the VM and 
copies all its associated memory pages to another pre-identified destination node and then resumes the VM on it. 
On the contrary, few selected hypervisors like Xen and VMWare do a “Live” or “Hot” migration. The advantage 
of the latter method is that even the concerned applications and processes are unaware of the VM migration [3].  
 
A new technique to trigger VM migration or any other desired causal effects of temperature and CPU usage 
variation on VMM Xen 4.2 as a whole and VMs with host OS Ubuntu 13.04 are discussed in following sections. 
 
BACKGROUND AND RELATED WORK 
 
The cloud services providers while focusing on amazing user experience of their services also stress on the need 
of optimized usage of their resources and data durability of their users. So they developed various algorithms and 
implementation to migrate a VM in various cases like excessive CPU requirement, memory constraints, 
Stagnant/idle, etc. 
 
There are few techniques to resolve such issues which include VM migration and Process Migration. On Xen 
hypervisor, the VM migration feature can easily be run and effects analysed with xm-migrate command. And this 
command has been highly used and emphasized on since it can be modified with variety of attributes that goes 
with the command such as whether we want the migration to be live or cold. But the real problem arises on 
detecting when to fire the VM migration mechanism and detecting which VM is the causing the trouble. 
 
Process migration demonstrates a functionality of transferring a process running on one machine to the other. But, 
there is an inherent difference in the operating concepts of virtual machine migration and process migration [4]. 
Though in practice, migrating the process is difficult and quite complex as it should take care of legacy 
applications and at the same time it should also leverage the currently installed and related large databases of 
operating systems and maintain independence on different machines. These can be overcome by using a VMM 
based migration. VMMs such as VMware use Hardware abstraction to encapsulate the complete OS environment 
in such way that it can be suspended from one machine and resumed onto the other one provided there are 
inherent similarities in the system architectures of the operating systems. 
 
But VM migration supersedes Process Migration except in some cases that occur due to the narrow interface 
between a virtualized OS and the virtual machine monitor (VMM) where itavoids the problem of residual 
dependencies. VM migration has the advantage of transferring internal memory states in a very consistent and 
efficient way [4]. 
 
Another part is that the System Virtual Machines (VMs) [5, 6] are widely used from personnel computers to large 
organizations. System virtualization acts as powerful means of abstraction for upcoming applications. On the 
cloud computing platform resources are provided according to need on the principle of pay per use. To 
accommodate specific requirements of subscribers and how the balance is maintained between Cost, Quality and 
Resources is mentioned in the Service Level Agreement (SLA). The Cloud Service Providers guarantee a level 
and quality of service to the users as per the terms and conditions of the SLAs.  A lot of challenges are faced while 
catering the need of the users and at the same time making efficient use of underlying heterogeneous resources in 
a dynamic and efficient way, which is inherently expected from Cloud Services in terms of Infrastructures, 
platforms and software. 
 
By mapping the services onto the Virtual Machines (VMs), where multiple VMs can run onto a single physical 
server, the problems related to heterogeneity in hardware, software and platforms could easily be solved. 
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Consequently the terms and conditions for the SLAs can be agreed upon between the Cloud Service Providers and 
the Service Users. 
 
VM Load Balancing is crucial characteristics of system virtualization, allocate and shift the running applications 
dynamically to other physical machines as and when the load increases on any particular machine [7].  Because of 
the complexity aroused due to the vast heterogeneity in terms of underlying hardware, operating systems 
environment, platforms and communication technologies, and that too at the run time, it is inevitably important to 
address the performance and issues related to smooth delivery of services to the end users.  Consequently, 
addressing the resource allocations and related issues, viz. VM Load balancing, VM Scheduling techniques, VM 
migration [8], VM performance optimization and cross platform operations issues are the need of the hour for 
Cloud environments, and that too with a guaranteed level of services [9].    
 
This paper addresses two-fold techniques for optimizing system performance: First, A Trigger based VM 
Migration technique that gets activated when CPU temperature increases beyond an upper threshold value, called 
Hotspot. Temperature increases due to high computational loads on the physical machine running multiple VMs.  
Based on the Hotspot threshold, a VM can be live migrated to another best threshold based identified physical 
machine available. Second, a Network File System (NFS) based dynamic load balancing strategy is proposed for 
better system resource utilization. This is achieved by creating performance models for VM load balancing. Many 
experiments were conducted on Xen for Virtual Machines [10] for Network File Systems. Load balancing is done 
by scheduling the VMs on a particular physical machine that is comparatively having less load. This method 
computes the load on various virtual machines and then finds the virtual machine which is most suitable for the 
upcoming load.  
 
Load balancing is the capability of the system which allows the VM hosted applications to be transparently 
allocated a VM which has the least load dynamically so as the maximum resource utilization of the whole system 
is achieved.       
 
There have been many approaches to load balancing viz. Static and dynamic. In addition, some hybrid approaches 
are also adopted. Major difference being in Dynamic Load Balancing, decision is taken at runtime according to 
the existing situations, whereas in static it is not. Neither of them is superior or inferior but the selection of 
algorithm depends on the application requirements. 
 
Static load balancing 
 
Static Load Balancing (SLB) refers to the load balancing algorithm that distributes the load strictly on the basis of 
certain predefined rules relating to the nature of input loads. It does not consider which node is receiving more or 
less load. In all static algorithms final selection of the virtual machine is done immediately after creation of 
application. Further it cannot be changed while in execution. These static load balancing techniques are suitable 
for a system in which load is limited and request of the clients is also limited. But nowadays load on cloud servers 
is also increasing and also the load is not static hence we need more efficient algorithms then static load balancing 
algorithms. 
 
Subsequently we describe some of the basic algorithms for static load balancing as follows: 
 
Round Robin Algorithms 
 
Whenever a new application comes it is assigned a virtual machine in a round robin fashion. In general, basic idea 
for Round Robin [11] is to reduce message passing between various virtual machines and reduce communication 
delay. Thus it is independent of the state of the system. When coming applications are of similar load then Round 
Robin works very well as it reduces the communication delay due to inter-process communication. Thus Round 
Robin has best performance for this special purpose application of similar load, but does not give a good 
performance for general cases. 
 
Randomised Algorithm 
 
Random numbers are distributed on a basis of a statistical distribution and assigned to virtual machines. Incoming 
applications are distributed according to these randomly generated numbers. This algorithm is applicable when we 
have many virtual machines as compared to processes 
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Central Manager Algorithm 
 
In this algorithm (Huang, 2012), there is a central virtual machine and others are slave virtual machines which are 
assigned applications to be executed. Central virtual machine’s task is to gather load information of all the slave 
virtual machines and assign the coming application to the least loaded slave virtual machine as shown in Figure-
1. 

 
 
Fig: 1. Manager collecting information of slaves 
…………………………………………………………………………………………………………….. 
 

Threshold Algorithm 
 
In this algorithm the current virtual machine is decided on the basis of two values of upper (t_upper) and lower 
(t_lower) threshold. Virtual machine is assigned a state depending on its current load compared to these threshold 
values. If current load is less than the t_lower virtual machine is assigned a Under Loaded State, if its greater than 
t_upper the state is overloaded, if its between the two threshold values then the state is Medium. 
 
Initially all virtual machines have under loaded state. But as the system advances the load level limit of a virtual 
machine may change and its state may change. If the state changes then it send message to all other virtual 
machines notifying the change, so that they can maintain the load state of entire system. When a process arrives 
and the local virtual machine is under loaded then it executes the application else calls for the remote virtual 
machine. If no under loaded virtual machine exists then application is executed locally only. 
 
Dynamic load balancing 
 
Dynamic Load Balancing (DLB) techniques provide a method to dynamically allocate load based on self-adapting 
distribution and intelligent distribution. Here, it is distributed at runtime based on the new information collected. 
Mainly these techniques are based on greedy algorithmic approaches. Basic algorithms for dynamic load 
balancing are: 
 
Central Queue Algorithm 
 
The host virtual machine maintains a central queue of all the applications. This queue is shared by all the 
processes. New applications are added and pending applications are maintained in a cyclic FIFO order in the 
queue. When a virtual machine is free it will request for application for executing to the host and host assigns the 
application next in queue to the virtual machine which is demanding the request. If there is no application for 
execution in the queue then the request is buffered in queue form. And request is answered when new application 
arrives. 
 
Load Queue Algorithm 
 
Here the applications are assigned virtual machines similar to the static algorithm but a virtual machine here can 
initiate application migration. Initially all under loaded virtual machines are assigned the applications. The 
applications are assigned following some static algorithm. Then if a virtual machine’s load goes below the lower 
threshold value then it asks for load from other machines and initiates migration process. 
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A lot of scheduling algorithms have been re-invented and tested for cloud environment, namely intelligent 
scheduling algorithms, autonomous scheduling algorithms, agent-based negotiable scheduling algorithm, 
centralized scheduling algorithms. These algorithms are used by many popular Cloud Service Providers for 
balancing the loads on their virtual machines; a popular example could be VM Ware Distributed Resource 
Scheduler (VMDRS). 
 
Analysing all these algorithms our paper presents a balanced techniques for balancing load on Xen Hypervisor 
using the technique of Network File System for file Sharing. 
 
Our Contribution 
 
The technique of Virtual Machine migration has been very helpful in maintaining VMs in a way more resource 
optimized but the cause for migration is very significant that we have been ignoring for a long time. In This paper 
as already discussed, focus will be on the importance of various trigger options that initiate the migration 
procedure. It has been focused on the thermal and CPU usage of the data server as the trigger for VM migration. 
This leads to a scenario where the user can choose what to do in case of various faults. The `”Cold Spot”, 
“Hotspot” as thermal issue of data server hardware have been looked into. Similarly, “Overload” and “Under 
load” are the issues alarming CPU usage issues. Shell scripting was used as a tool for determining the boundary 
conditions for each case and then the triggering part comes into play. Python socket connection was also used so 
as to facilitate the communication between two PCs acting as data servers independently. 
 
The connection so set up will ask the data server 2 to get ready to receive an image file. On data server 1, an 
image of VM to be migrated will be selected from the Xen VM image repository and sharing the file with data 
server 2 over the network. The server will now install this image over itself. 
 
The VM migration in general can be classified into three phases:  
 
1. Recognizing trigger: This phase implies the detection of a trigger that may cause the VM to crash or harm the 
memory space. This detection can be based on the various parameters like CPU utilization, Process throughputs 
etc. 
2. Image packing: Creating the image file of the memory space and packing the image with headers.  
3. File Sharing: Sharing this image file over the hosts/data server network using Network File Sharing.  
4. VM replication: Extracting the VM over the data server from the image.  
5. Stability test of newly formed VM  
6. Instant transfer of workload to new VM. 
7. Deletion of old existing VM. 
A hotspot/ cold spot is an undesirable hardware temperature fluctuation which generally occurs when data centre 
is improperly cooled.Hotspot is dangerous problem since it can cause serious trouble to the hardware. A typical 
data server contain significant amount of power consuming components this producing so much heat like a 
furnace if not properly cooled.Cold spot on the other hand occurs when the equipments installed in a data server 
receive too much of the cooling thus posing the moisture trouble and causing disruptions in electronic circuits. 
 
The ASHRAE (American Society for Heating, Refrigerating and Air-Conditioning Engineers) standard cold spot 
for a typical data server is 64.4 degree Fahrenheit or 18 degree Celsius. And hotspot depends on the quality of 
hardware use but generally 85+ degrees Celsius is considered highly critical. 

 
Functional Requirements 
 
Functional requirements define the fundamental actions that must take place in the software in accepting and 
processing the inputs and in processing and generating the outputs as shown in Figure-2.  
 
 

Table: 1. Compatible Paring (source: Linux Foundation, 2014) 
 

Ubuntu Version Xen Release 
Ubuntu 12.10 Xen 4.1 

Ubuntu 13.04 Xen 4.2 

 
Compatibilities Issues: 
 
1. Enough Memory space so as to create an image of data to migrated. 
2. Smooth Internet connection to eliminate any data losses or interruption  
3. All the data servers must be in the same subnet network. 
4. Python 2.7+ packages must be installed.  
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5. Libvirt and libvirsh must configured  
6.Live migration settings must be configured. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 

Fig: 2: Steps of Execution 
…………………………………………………………………………………………………………….. 

Non-Functional Requirements 
 
1. Error handling  

 Expected and non-expected errors shall be handled in such a way that it prevents loss of information with 
minimum downtime. 

 
2. Performance Requirements 

 Depends on network connection. 
 Processor cycles to execute commands.  
 

3.    Security Requirements 
 Security of the data involved in migration depends on the network security . 
 Do not apply network security on a private network because it impacts the performance a lot. However, 

security measures should be implemented when the migration traffic needs to be encrypted 
 

4.    Reliability  
 The procedure is reliable as long as the data selected is accessible and the migration is nt interrupted.  

 
5.    Correctness 

 The procedure implemented in the system should be correct which means that they should be performed 
as required. The testing Phase insures correctness of the software by trying all possible Case and 
matching their output with the documentation. 

      
 
IMPLEMENTATION OF TRIGGER BASED MIGRATION  

 
Virtualization can be implemented using any of the readily available hypervisors but choosing the right one and 
feasible and good support is important. Here open source VMM namely Xen 4.2 over Ubuntu 13.04 is chosen as 
this is highly in use in most of the commercial and open source freeware VMMs. Xen is a very popular hypervisor 
among all cloud communities. It has full compatibility and support by x86, IA-32, ITANIUM, VTx, VTi and most 
of the PIC, ARM architectures. It is supported by many operating systems like Solaris, Windows, Linux, etc. as 
guest operating systems on their CPU architectures. Xen can do full virtualization on systems that support 
virtualization extensions, but can also work as a hypervisor on machines that don't have the virtualization 
extensions. Citrix has collaboratively launched a Xen Citrix server.   

Max CPU usage 

Socket connection 
to Server 2 

Data Server 1(VM 
Pool) 

Login into the 
shared storage 
and mount over 
the VM image 

folder 

Find shared 
storages on 

server2 

Use this image of 
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available for 
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connection 
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Performing the objective so discussed is crucially dependent on the installation and configuration of the VMM 
used. 
 
Xen virtualization is ready to deploy but now a trigger is needed to initiate the VM migration. The host Os doesn’t 
know about the Virtual machines running over it except it knows the existence of VMM over it and it is same for 
VMs as well, they know Xen only not the presence of any host Os. So for host Os to calculate any over loading 
CPU usage on account of virtual machines, it has to be the xen process on host Os that should be monitored. 
Hence, the following command will help in retrieving all processes responsible for CPU cycle usage and can be 
monitored accordingly. 
 
>> top -bn1 | grep "Cpu" | sed "s/.*, *\([0-9.]*\)%* id.*/\1/" 
 
Above command can be used to write a shell script that could calculate cumulative CPU usage and hence deal 
with “Over loading” and “Under use “in order to migrate VM thus optimizing resource use. One shouldn’t let a 
data server host VMs that could be accommodated on other data server thus reducing the expense on a data server. 
In case of Cold spot/ Hotspot, one needs to continuously monitor the thermals of the hardware involved, thus, 
>> install acpi (to handle power and thermal related issues and logs one needs to install this on the machine first). 
Then only can one monitor using the command: 
>>acpi –t| sed “s/.*ok,\([0-9]*)*\).*/\1/”(Command for monitoring CPU temperature) 
 
1. sudo vim  /etc/default/iscsitarget: (To allow discovery of target machine change the value to true.It normally 

resides in the default directory of iscsi). 
2. Sudo vim /etc/iet/ietd.conf(In this  set the name, path and type of the iscsi storage).  
3. Sudo /etc/init.d/iscsitarget restart (To make changes take into effect). 
4. Cat /proc/net/iet/session (Session is used to start the session used to allow the discovery of the storage to be 

available to the client system). 
5. Iscsiadm –mode discovery –type sendtargets –portal ipaddress(To discover the list of available storage 

device on which can be target to migrate our machine). 
6. Iscsiadm –m node –t NameOfTarget –p  ipaddress login(Login to the storage device. In case it is secured then 

requie password otherwise it will login automatically).(Commands for migration) 
7. Dmesg(To detach from iscsitarget) 
8. Iscsiadm –m session –logout(To logout from the target it is required to log out from the target from all the 

address).  
The above procedure should result in an image of VM to be migrated in the destination data server. 
 
VM SELECTION FOR MIGRATION 
 
The tricky part is deciding to choose which VM must be migrated from one data server to another in case a trigger 
has been fired and VM migration is inevitable. In such critical conditions, it is logical and feasible to propose that 
such a dilemma can be tackled by listing every VM that particular hardware hosts and then running a script to find 
the combination of VMs whose CPU usage can add up together to maximise CPU usage thus avoiding CPU 
overloading, In addition, this also helps in deciding as to which VM should be migrated. Above discussed method 
can be compared to best fit allotment analogy. However, this algorithm can only be applied if the trigger was CPU 
overload. The algorithm and the environment is still in studying phase to improve and broaden the parameters to 
design a better algorithm. The “Xm” command set’s “Xmtop” instruction is quite useful in the algorithm 
mentioned. 
 
To understand the algorithm in a better way, an example is shown: Assume there are three VMs with CPU usage 
25%, 25%, 40%, thus leading the machine to CPU overload. This scenario will cause the machine to fire the 
trigger and hence migration. Now comes the part when it decides which VM to migrate. Here the maximised 
combination of CPU usage is 40% and 25% together, if add the other 25% to it, it’ll shoot over 85%, which is 
theupper threshold decided by the standards. Hence, either of the VMs with 25% CPU usage can be migrated to 
stabilize this host. 
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Setup for VM Load Balancing 
 
VM Model 
 
Initially, the physical machines are mapped to the VMs as shown in fig :3: Three physical machines have been 
taken; where two VMs are installed on two of them and three VMs on one of them i.e. in total, there are three 
physical machines and seven VMs. To generalise the abovementioned, there are N physical machines and M 
Virtual Machines. Then the active Set of existing machines can be given as, PM= {PM1,PM2,…,PMN}, where, 
PMi(1<=i<=N) denotes the No.i for the physical machines. Physical Machine PMi has mi VMs on it represented as 
Vi= {Vi1,Vi2,…,Vimi} and m1+m2+….+mN= M 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig: 3: System Structure 
…………………………………………………………………………………………………………….. 

 
Expression of Load 
 
The load on the physical machine is calculated by adding the total loads of all the Virtual Machines (VMs) 
running on this physical machine.  The load of VMs is measured after a particular period of time say j, where j is 
the time period between (tj– tj-1). Assuming that the load of VMs is relatively constant in every time period, load 
of the VM No.i can be defined as V(i, j) for the time period p. Supposed that there are n VMs whose loads needs 
to be measured in the time period k. Then the loads of each one can be measured accordingly e.g. load of VM1  at 
(1*p/n), VM2 at (2*p/n) and so on. Thus, the load value of a particular VM gets updated once in each time period 
of duration k. 
Therefore, it can be concluded that in cycle T, the average load of VM VMi on physical machine PMi [31] can be 
given as   

 
 
Obviously, the total load of any  physical machine is the sum of all running VM loads. Hence, load of physical 
machine PMi is given by: 

 
 
IMPLEMENTATION 
 
For   implementing a load balancer on Xen the specification of the system used were: 

 
 64bit x 86 computers with 3GB of RAM, 320GB of storage space. 

V11 V12 

 

VN2 

 
VN1 

 

V23 

23 

V22 

22 

V21 

P1 P2 PN 

Scheduling 
Server 
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 Processor with VTD , VTX enabled 
 Ubuntu 12.04 as Operating System 

 
Initially Ubuntu12.04 was installed as host operating system. A hypervisor was created using Xen project, which 
enabled executions of multiple guest operating system simultaneously on a single physical machine. In particular 
there are two types of hypervisors, these are type1(native or bare metal) and type2(hosted).Our project is using 
bare metal hypervisor meaning the hypervisor layer is created directly on the host hardware, which allows the 
hypervisor to control the hardware. There is a concept of domains in Xen Hypervisor. There are two type of 
domains, domo-which controls the functioning of the hypervisor and starting the operating guest operating 
system.. For our work we have chosen Ubuntu 12.04 as dom0 machine. other guest operating systems are called 
domUs, this is because these domains are “unprivileged” in the sense they cannot control the hypervisor or 
start/stop other domains For our work  we have created 3 machines as domUs in two of them Ubuntu 12.04 is 
installed and in one of the DSL in installed. For the purpose of communication between different domains, and 
also intra domain communication, a NFS is configured. NFS is a distributed file system protocol which allows 
sharing and transfer of files across various nodes on a particular network so to share files across domains we have 
to use NFS. 
 
Algorithm 
 
This algorithm repeats itself after an interval of time ‘k’. 

 
1) After time k the dom0 as updated load status of each VM 
2) Dom0 machine will read the load 
3) A:= load of vm1 
4) B:=load of vm2 
5) C:=load of vm3 
6) If(A<B && A<C) 

then 
      allocate task to vm1 
else if(B<A && B<C) 
then 
      allocate task to vm2 
else 
      allocate task to vm3 
end if 
end if 
 

ANALYSIS 
 

Our experimental work mainly analyzes the effect of implemented load balancing strategy and compares this 
method with the performance of a system without load balancing. Here we draw a comparison between three 
kinds of systems. Firstly, a system running on a single operating system. Second, a system in which Xen 
hypervisor is implemented without using the technique of load balancing thirdly, a system with Xen hypervisor 
installed and also load balancing techniques implemented. 
Figure 4 shows the measured comparison of response time when number of request increases. The improvement 
done by our work is clearly visible through this comparison. 
 
Figure 5 shows that when there is only one operating system installed then the performance of system decreases 
when load increases, while if a hypervisor is installed then initially the performance is lower than native 
performance due to certain overheads, but as load increases performance becomes better. Performance is best 
when a load balancer is also implemented. In these plots, Y-axis depicts the performance of the system whereas 
X-axis depicts the number of tasks. 
  
 

http://en.wikipedia.org/wiki/Distributed_file_system
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Fig: 4. Comparison of response times 

…………………………………………………………………………………………………………….. 

 
Fig: 5. Comparison of System performance (CPU usage) with and without load balancer in systems with and without 
hypervisor 
…………………………………………………………………………………………………………….. 

 
CONCLUSION 
 
The migration of a VM is a tricky and complex process. It may lead to loss of VM or corruption of the same if not 
handled properly. This innovative technique of trigger based VM migration will surely provide users to take more 
control over its VM and help them to better manage their VMs,consequently, a better and efficient way of 
managing the underlying system resources, hence bolstering the core idea of virtualization, which is the technical 
backbone of cloud computing. 
 
A dynamic load balancing strategy and algorithm is developed and implemented on Xen VMM for VM load 
balancing based on Network File System (NFS). According to the current states of VMs, it computes and 
identifies in advance, the most suitable VM where the upcoming application can be allocated. The overhead 
involved for identifying suitable VMs for successive allocations is drastically reduced as the previous and current 
states are already available. Additionally, this strategy is quite efficient and requires less computational overhead 
as compared to normally used Migration strategies and other traditionally adopted load balancing techniques and 
hence better resource utilization comparatively. 
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INTRODUCTION 
 
Text data, especially the increased popularity of the Internet and the World Wide Web became the most common 
types of information to store house. Most common sources are web pages, emails, newsgroup messages, internet 
news feeds etc,[1]. Many real time text mining applications have gained a lot of attention due to large production 
of textual data. Many applications of text classification are spam filtering, document retrieval, routing, filtering, 
directory maintenance, ontology mapping, etc. 
 
 
The goal of the text classification algorithm is to identify text documents with the ontology of domains defined by 
the subject experts. In text classification a boolean value will be assigned to each pair    where   is a set of 
predefined categories and   is the theme of documents. The task is to approximate the true function  by means of a 
function  such that   coincide as much as possible. The function   is called a classifier. A classifier can be built by 
training it systematically using a set of training documents [1]. Generally, textual data being unstructured in 
nature, pose a number of challenges such as desired representation model, high dimensionality, semanticity, 
volume and sparsity. Some solutions for these challenges can be found in [2]. 
 
In this paper an integer representation for text document which minimize the amount of memory required to store 
a word which in turn reduces the processing cost is proposed. Text representation algorithm works on the 
principle that, an integer number requires minimum memory when compared to store a word.  Integer 
representation based classification of text documents is an unconventional approach for classification of text 
documents.  
 
The rest of the paper is organized as follows. In section 2 a brief literature survey on the text classification is 
presented. In section 3, a proposed model for the compression based classification of text document. Section 4 
discusses about experimentation and comparative analysis performed on the proposed models. Paper will be 
concluded in section 5. 
 

 
Text Classification approaches is receiving more and more attention due to the exponential growth of the 
electronic media. Text representation and classification issues are usually treated as independent 
problems, but this paper illustrates combined approaches for text classification system.  Integer 
Representation is achieved using ASCII values of the each integer and later linear regression is applied 
for efficient classification of text documents. An extensive experimentation on four publically available 
corpuses are carried out to show the effectiveness of the proposed model which provide better result as 
compared to static fault models. This paper provides a study and detailed analysis of result and 
experiment performed.  
. 
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LITERATURE SURVEY 
 
In literature few works of compression based text classification can be seen. Generally, text compression involves 
context modeling which assigns a probability value to new data based on the frequencies of the data that appeared 
before. But, context modeling algorithms suffers from slow running time and require large amount of main 
memory. Mortan [3] proposed a modeling based method for classification of text documents. A cross entropy 
based approach for text categorization is presented in [4]. It is based on the fact that the entropy is the measure of 
information content. Compression models are derived from information theory, based on this theoretical fact, 
language models are constructed for text categorization problem. Authors have also illustrated that, character 
based prediction by partial matching (PPM) compression schemes have considerable advantages over word based 
approaches. Frank [5] considered the task of text classification as a two class problem. Different language models 
such as Ma and Mb are constructed for each class using PPM methods. Test document will be compressed 
according to different models and gain per model is calculated. Finally class label will be assigned based on the 
positive and negative gain. Modeling based compression for low complexity devices is presented in [6]. This 
method is based on the fact that, PPM based approaches require high computational effort which is not practically 
advisable for low complexity devices such as mobile phones. Algorithm makes use of static context models which 
efficiently reduce storage space. Similar type of work for low complexity devices are found in [7]. This approach 
split the data into 16 bit followed by the application of Quine-McCluskey Boolean minimization function to find 
the minimized expression. Further static Huffman encoding method is used for text compression. Dvorski 
proposed an indexed based compression scheme for text retrieval systems. A document is considered as a 
combination of words and non words. Similarly, Khurana and Koul [8] considered English text as a dictionary 
where each word is identified by a unique number in which a novel algorithm is proposed which consists of four 
phases, where each phase is for different type of input conditions along with a technique to search for a word in 
the compressed dictionary based on the index value of the word. Word based semi static huffman compression 
technique is presented [9] in which algorithm captures the words features to construct byte oriented huffman tree. 
It is based on the fact that byte processing is faster than bit processing. Automaton is constructed based on the 
length of search space. End tagged Dense code compression is proposed in [10]. Though the proposed method 
looks similar to tagged huffman technique, the algorithm has the capacity in producing better compression ratio, 
constructing a simple vocabulary representation in less computation time. Compressed strings are 8% shorter than 
tagged huffman and 3% over conventional huffman. Another word based compression approach is found in [11]. 
This method compresses the text data in two levels. First level is the reduction which is through word look up 
table. Since word look up table is operated by operating system, the reduction is done by operation system only. 
According to this method each word will be replaced by an address index. Next stage is the compression stage. 
Deflatge compression algorithm is used for compression. Four different huffman, W-LZW, word based first order 
and first order context modeling methods for text compression are presented in [12]. All the word based 
compression techniques discussed above, maintain two different frequency tables for words and non- words. 
 
Many approaches for classification of text documents can be found in literature. These approaches include naïve 
bayes [13, 14], nearest neighbor [15-17], decision trees [18], support vector machines [19] and neural network 
[20] approaches. 
 
PROPOSED METHOD 
 
In this paper, proposed model can be categorized into two stages, such as text representation stage and regression 
based searching stage.  
 
Text Representation 
 
It is theoretically verified that a sequence of characters requires more memory than an integer number. Based on 
this, a novel text representation algorithm is proposed, which has the facility of representing character string (a 
word) by a unique integer number. It is known that, words are the collection of alphabets, which represent a 
specific meaning. Similarly a text document is collection of such strings which represent a specific domain. 
Words from the text documents are extracted. Each word is then subjected for compression algorithm and then it 
is represented by an integer number. The whole procedure is algorithmically represented in the algorithm 1 and 
pictorially represented in Figure– 1 and the proposed method is explained in illustration-2.  
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Cumulative sum of ASCII value is determined for given textual word using the equation (1)  

 Cw=                                                                                …(1) 

Where, 

     Cw = Cumulative sum of ASCII values  

 w = length of the document. (Number of words in the documents). 

 k = number of alphabets in the word. 

 a = ASCII value of alphabet. 

     b = base.  

Illustration : 1   
Input word: heart.       

ASCII values:  104,101,97,114,116. 

 = 104 x 24+101 x 23 + 97 x 22 + 114 x 21 + 116 x 20 = 3204.  

Data Before 
Compression 

After Compression 

heart 5 bytes 2 bytes 

heart will be represented by an integer number 3204. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig: 1. Pictorial representation of Compression algorithm 
…………………………………………………………………………………………………………….. 

Regression Based Searching Stage 

Now, the text document can be viewed as a collection of integer vales. As a result text classification problem got 
reduced into integer searching problem. Once the data is represented by an integer value, it is sorted and linear 
regression is applied using the equation 2. 

2

0 2 2( )
i i i i i

i i

x y x x y
a

x n x





   
   

1 2 2( )
i i i i

i i

n x y x y
a

n x n x





  
     …(2)

 

 
Where, x = Positional Value, and y = word. 
 
Once the regression algorithm is applied, the data will represented by a straight line, as shown in Figure– 2 using 
the equation (3)  

   y = a1x + a0.                                           …(3) 
 
where x gives the appropriate position of the search key element as shown in Figure– 2. 
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Fig: 2. Regression based searching 
…………………………………………………………………………………………………………….. 

 
Classification of text documents will be accomplished by subjection training documents to representation 
algorithm. Once the data representation stage is accomplished linear regression is calculated for each class. Effect 
of this process, training phase will be seen as collection linear regression values. Then, test documents will be 
subjected to the compression algorithm. As a result, test documents will be collection of integer number. Each 
integer number from testing document is considered and is fed to regression based searching algorithm. The main 
advantage of the regression is that, it takes minimum computational unit to search an integer number from the 
database. Similarly the procedure is carried out and class label will be given to all the integer values. Test 
document will be assigned a class label based on the maximum class label assigned each integer. Figure– 3 
present the block diagram of the proposed method. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig: 3. Block diagram of the proposed approach 
………………………………………………………………………………………………………….. 
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EXPERIMENTATION  

The proposed method is evaluated for its effectiveness and efficiency on the publicly available datasets. The first data is 
from Wikipedia pages which include the characteristics of the vehicle that the vehicle is in the data. The second dataset 
includes 10 different classes for 1000 documents are from Google newsgroup data. The third and fourth is from 20 Mini 
newsgroup and 20 newsgroup datasets. To check the efficiency of the proposed model, two sets of experiments are 
conducted. First set of experimentation consists of 40% training and 60% testing on all the four datasets. Second set of 
experimentation consists of 60% training and 40% testing on all the four datasets. The details of the first and second set of 
experiments are shown in Table– 1. 
 

Table: 1. Classification result of proposed compression and regression based technique 

Datasets 
40% : 60% 60% : 40% 

Num of 
Training 

Num of 
Testing f Measure Class 

Accuracy 
Num of 
Training 

Num of 
Testing 

f 
Measure 

Class 
Accuracy 

Vehicle 
Wikipedia 44 66 0.9273 92.61 66 44 0.9476 94.70 

Google 
Newsgroup 40 60 0.9205 92.00 60 40 0.9321 93.16 

20 Mini 
Newsgroup 40 60 0.9003 90.00 60 40 0.9184 92.25 

20 Newsgroup 400 600 0.8873 88.62 600 400 0.8960 89.47 

 

F measure is considered for the evaluation of the proposed methods, precision, recall and class accuracy (CA) for each set 
of experiments using the equation (4),(5),(6) and (7).  Let a,b,c and d respectively denote the number of correct positives, 
false negatives, false positives and correct negatives. 

                . . . (4) 

Where, 
P(Precession) = a / (a + c)                   . . . (5) 
R(Recall) = a /(a+d)     . . . (6) 
CA(Class Accuracy ) = (a + d) / N       . . . (7) 

 
CONCLUSION 
 
This paper illustrates a method of providing an integer representation of text and regression for classification of 
text documents is presented. An extensive experimentation is carried on four publically available datasets to show 
the efficiency of the proposed models. The performance evaluation of the proposed method is carried out by 
performance measures such as f-measure and class accuracy (CA). The proposed model is very simple and 
computationally less expensive. One can think of exploring the proposed model further for other applications of 
text mining.  This can be one of the potential directions which might unfold new problems.  
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INTRODUCTION 
 
An Intelligent Tutoring System (ITS) is a special type of knowledge based system that replaces a human tutor by a 
machine which provides personalized tailored instructions and feedbacks to the user [1]. The major difference 
between the ITS and the traditional classroom is that ITS can fit according to the necessity of each students. It is 
impossible for a human tutor to cater to the needs for every student in a classroom. Other advantage of the 
intelligent tutoring systems is removal of time and space complexity of the real world unlike a regular classroom. 
It aims to provide a reformed education system.  
 
Framework of an ITS system 
 
A typical intelligent tutoring system consists of four components: 
 

1. The Domain Model 
2. The Student Model 
3. The Tutoring Model 
4. The User Interface Model 

 
The Domain Model or Expert Model contains the detailed description of what the expert user’s knowledge 
consists of. This model contains a superset of all concepts, strategies, rules etc. That is, given a particular problem, 
the domain model contains all possible steps for its solution [2]. It acts as a reference to evaluate a student’s 
knowledge level as he/she solves a problem.  
 
The Student Model contains the description of the knowledge level of the student along with their misconception 
and knowledge gaps. It can be represented as an overlay on the domain model. This means that as a student solves 

 
An Intelligent Tutoring System (ITS) is a type of knowledge based system whose main agenda is to 
efficiently substitute a human tutor by a machine. Unlike the traditional classroom teaching ways, an ITS 
has the ability to fit according to the necessity of each student. More and more emphasis is laid on 
different types of e-learning systems now days. In this paper a probability based ITS system is proposed 
consisting of four models namely student model, tutor model, domain model and a student evaluation 
model. The emphasis has been given on the student evaluation model where an element of uncertainty 
has been introduced and handled by Bayesian network. The purpose of the student evaluation model is 
to correctly detect the knowledge level of each student based on their response to questions. The 
uncertainty factor has been defined by terms guess and slip parameters. The two parameters are defined 
as follows: (a) Guess is the probability that a student of low intelligence gives a correct response to a 
difficult question whereas (b) Slip is the probability that a student of high intelligence gives an incorrect 
response to an easy question. During evaluation of the knowledge level of a student, we have 
incorporated the uncertainty factors of guess and slip with the help of Bayes’ rule and have found 
desirable results that take into account the possibility of slippage or guess. 
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a problem, his/her activity is traced according to the domain model in order to correctly identify the presence of 
the required knowledge in the student. Student Modeling is the most crucial task of the ITS.  
 
The Tutor Model acts as a support to the students to help with their learning process. It takes input from both 
student model and domain model in order to provide recommendations and instructions to the student [3]. 
The User Interface Model acts as an interface between the ITS and the student logged in.  
 

 

Fig: 1. Typical ITS framework 

…………………………………………………………………………………………………………….. 

 
Challenges in Existing ITS 
 
The major challenge faced by e-learning systems, whose goal is to determine a students’ knowledge about a 
particular domain, is that how much precisely and correctly it evaluates a student based on his/her responses. Even 
though a student provides a correct (or incorrect) response, it cannot be correctly concluded by the system what 
the true state of knowledge of the particular student really is. If a student whose past academic history is excellent 
and continuous assessment is good, but there are few mistakes is his response not expected from him, there is a 
high possibility that the student did a silly mistake in his/her answer. On the contrary, if a student with low 
continuous performance suddenly receives excellent grades, there is a possibility of guess which is a combination 
of random answering and adopting unfair means. We have taken into account such possibilities and have added a 
student evaluation model component that inputs the student current knowledge level and their response into a 
Bayesian Network to evaluate probabilities of guess or slippage. Then these probabilities are used to calculate the 
updated knowledge level of the student.  

 
Our Approach 
 
Our ITS model allows a student logged in the system gain knowledge on concept/domains and particular subjects 
with the help of an e-tutor. The level of knowledge of a student at an instant is measured with the help of the 
student evaluation model. This model makes it possible for students with a pre-requisite knowledge level to access 
questions and answers them. Based on the responses to the question, this module provides a grade to the student. 
If the student achieves a grade above a particular threshold, then he/she is entitled to questions of higher 
knowledge level. Likewise his/her knowledge level is enhanced as he/she goes on solving the question in this ITS 
model. Based on his/her knowledge level, the student evaluation model also suggests study material which are 
accessible via the tutoring module. The underlying technology used is Bayesian Networks [4]. 
 
Bayesian Network is a compact and theoretically sound probabilistic graphical structures which are used as a tool 
for building a model to represent probability distribution over a given problem domain. It is a mathematically 
solid and efficient mechanism to provide insights on imprecise and uncertain information. In a Bayesian Network, 
any observable state or feature is represented by a node and any interdependencies among the features are 
represented by directed arcs. Each node is associated with a conditional probability table (CPT) representing 
probability of their occurrence conditions by their parent nodes. We have designed a Bayesian Network shown in 
Figure– 4 to evaluate the probability of slip or guess for each student answering questions. 
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RELATED WORK 
 
Array As mentioned earlier e-learning systems have lots of advantages over a traditional tutor in a classroom [5]. 
Firstly, they are easily available over the internet hence overcoming time complexity as well as geographical 
complexity. Secondly E-learning systems are lot more attractive due to incorporation of rich multimedia and 
interactive features, such as, video, audio, animation etc. But there is a major scope of improvement in these static 
learning systems. It is the necessity of introduction of personalization by making the study materials more adaptive 
and interactive according to the requirement of the students [6]. 
 
Although there are several practical applications of Artificial Intelligence in the development of such systems, the 
best solution to this problem is a “one-size-fits-all” approach proposed by Brusilovsky and Maybury  [7]. Such 
systems come with the advantage to adapt according to the users current knowledge level and skills. Using this idea 
Intelligent tutoring systems were build in order to assist students while solving problem [8]. It was also necessary to 
address the problem of handling uncertain or incomplete information while evaluation of users knowledge. Bayesian 
Network is one of the strongest probabilistic graphical models which can handle uncertain or imprecise data [9, 10, 
11]. It has been applied in various applications like health, e-commerce, tutoring systems etc. 
We will briefly review some of the approaches used in the past to develop student models using probabilistic 
methods [12]. 
 
OLAE (Martin and VanLehn.1995) which stands for “On-Line Assessment of Expertise or Off-Line Assessment of 
Expertise” is an assessment system that collects information about ‘what a student knows’ during problem-solving 
in introductory college physics [13]. This information is used by the teacher to make decisions. For each given 
problem, OLAE builds a Bayesian network that relates knowledge to actions. For example, what rules should be 
known in order to solve a particular equation. By using this network, the system knows whether a student knows and 
appropriately uses each of the rules. 
 
POLA (Conati and VanLehn, 1996) stands for Probabilistic On-Line Assessment [14]. It provides a framework for 
modeling and assessment of student knowledge while they solve problem in introductory physics class. It differs 
from OLAE by applying probability reasoning to execute both knowledge and model tracing. In order to provide a 
compact representation of all available solution to a problem, an AND/OR graph is created. Then the Bayesian 
network is build incrementally. Finally the network provides the student’s knowledge assessment regarding the 
physics problem.  
 
HYDRIVE (Mislevy and Gitomer, 1996) has been developed to help simulate the important cognitive and relative 
features of troubleshooting on the flight line [15].The problem is given in a video where the pilot is seen describing 
some aircraft malfunction to the technician. The interface then offers the student several options for performing 
troubleshooting procedures with the help of online technical support material. The student’s performance is thus 
evaluated based on how he utilizes the given information provided in the material. The students understanding are 
characterized in terms of dimensional variables which is represented and updated by a Bayesian network. Rule based 
inference also is an important part in this system.  
 
ANDES (Conati et al.,1997) is an Intelligent Tutoring System for solving Newtonian physics problems via coached 
problem solving(VanLehn,1996) [16].This model takes help of Bayesian network for assessment of student 
knowledge, students’ action prediction and plan recognition. An approximate algorithm is used to trace and update 
the network. Here the tutor proceeds along with the student, as he gives the correct response to a problem. Whenever 
there is the student come across a doubt, the tutor provides tailored hints that help the student to overcome his doubt. 
Each problem is associated with a solution graph. The Bayesian network is constructed automatically from the 
respectable solution graph and the corresponding conditional probably are updated. These networks are too large to 
be solved and the worst case of propagation in a Bayesian network is NP-hard. 
 
The last decade there has been a growing interest among researchers to utilize the theoretically sound approach of 
Bayesian Network in user modeling systems, especially in the field of education [17]. The old Microsoft Office 
Assistant used the concept of Bayesian Network to provide users with suggestions and predictions. A survey of 
systems using Bayesian network paradigm to use or student modeling is given in [18] We have extended the ITS 
framework to introduce an evaluation model which uses Bayesian Network for mixing prior statistics and user 
inputs in order to for user knowledge evaluation. 
 

 
PROPOSED SYSTEM  
 
The necessity of any ITS model to be modular is its ease to update the system when necessary. A simple change in 
the system does not require the need to reconstruct the whole model. This is the reason why a typical ITS system is 
modeled into different components. 
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Fig: 2. Proposed ITS framework 

…………………………………………………………………………………………………………….. 

 
Our proposed domain module contains the detailed structure and information for each course .It consists of the 
learning material of all the sub-topics of the course. Our domain model is designed in the form of a tree like 
structure. The particular course ‘Database Management System’ is used as for the domain content case study in the 
proposed system. It is divided into all the fundamental sub-topics, which are again sub-divided. Each of the leaf 
nodes represents a particular concept. Corresponding to each concept there is a set of question that will be used to 
evaluate student knowledge about that concept. 
 
Student Model 
 
In our proposed system we need to initialize the knowledge level for each student before he/she starts the learning 
process [19]. We are able to determine the initial knowledge level of each student for each concept from the 
following flowchart [Figure-3].  
 
Firstly a student logs in the system. Then he/she chooses from the available courses. A pre-evaluation test is 
performed which is used to determine the knowledge levels for each concepts. This is used to initialize the prior 
student database. The pre-evaluation test consists of a set of 20 questions. Each question is made up of a 
combination of several concepts. Here each of the concepts in the question has certain weight associated with it. 
Hence the response to each question is used to calculate the concept weights. This procedure gives us a certain idea 
about the initial knowledge level for each student. 
 
Each student will be having a definite knowledge level for each concept. Once we finish the initial evaluation, all the 
calculated concepts are categorized into three levels poor, good and excellent. This is helpful to keep a well defined 
understanding of the current knowledge level for each concept so as to provide the right guidance to the student. The 
required study material corresponding to each concept level is provided to the students by an e-tutor so that he/she 
can improve themselves by learning. 
 
Study-Material Adaptation 
 
After the pre-test a adaptation process combines the student model with the domain model to deliver appropriate 
course content to the student. Different kinds of adaptive technology are available. The proposed system uses the 
link hiding technique. 
  
Link hiding is implemented by showing only relevant links that are suitable to the current knowledge level of the 
student and hiding irrelevant links from her/him. Link hiding protects the student from the complexity of all section 
links in a course and reduces her/his cognitive overload in hyperspace. The proposed system hides section links that 
have section knowledge levels lower than the student’s overall knowledge level. 
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Fig:3.   Flowchart for initialization of student model 
…………………………………………………………………………………………………………….. 

 
Student Evaluation Model 
 
After the students have completed all the learning exercises, he/she has to undergo the final evaluation test which 
will recalculate the concept levels efficiently. Questions from different concepts are randomly picked and given to 
the students and their responses along with the previous knowledge levels are calculated using the concept of 
Bayesian network based on the Corbett and Anderson’s Bayesian Knowledge Tracing model [20]. This is the key 
functionality of our Student Evaluation Model.  
 
To explain this, we start by modeling a simple case, where a single question of a certain difficulty level is given by 
the system. In order to obtain information about the student's current knowledge about a domain, we use the 
student's answers or responses to given questions. But it is not necessary that a student gives a correct answer only if 
he/she has the knowledge related to the domain. Student can make random guess. On other hand given a student has 
knowledge about a domain he/she make mistakenly make a slip.  This is known as unreliable information. So the 
system should consider all the evidences it has, including the student's response, to decide what is the current student 
knowledge. This requires reasoning under uncertainty which is handled by a belief network where the Bayesian 
estimate has been applied. 
 
We compute the probability of a student’s current knowledge about a particular domain using the fundamentals of 
Corbett and Anderson’s knowledge tracing model. 
 

i. Here we differentiate each question given to a student into particular levels of difficulty (QL) 
(from 0-1). 

ii. All the students assumed to be already graded to a certain intelligent level (IL) (ranging from 0-1). 
iii. In our proposed model a certain student appearing for the question either response correctly (C) or 

incorrectly. 
iv. A student with lower knowledge level is more likely to give an incorrect response, but there is a 

slight chance he/she might answer correctly by making either a guess or cheating (called G). 
v. On other hand a student with a higher knowledge level can also answer incorrectly, by making a 

silly mistake or slip (called S) 
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vi. Let Ki-1 be the initial knowledge probability of a student before answering a question, either 
correctly or incorrectly. This parameter will be dynamically updated for each response.   

vii. The student also has a probability of learning a skill (called L), while answering a question. 
 

 

Fig:4.   Bayesian Network Construction 

…………………………………………………………………………………………………………….. 

 
Hence we compute equations to compute student’s knowledge from Bayesian Knowledge Tracing [21] 
    

 

 
 

Equation 1.1 
 
 

 
 

Equation 1.2 

As we already mentioned the all the students are already has an initial knowledge probability which is to be re-
evaluated and updated, taking into account the response given to a question by help of Bayesian rule. The updating 
is done as follows: 
After we receive the output post the nth interaction the appropriate changes in the student knowledge at nth time can 
be incorporated for this we have to determine whether a student is in the learned state or not. We take into account 
two possible cases for this: 
 
 P (Ki | Ki-1,answer) 
 
This probability denotes being in learned state given the student was already in the learned state.  
 
 P (Ki | ~Ki-1,answer) 
 
This probability denotes being in learned state given the student was not in the learned state. 
Adding the two above mentioned cases we get the probability of learning of each student: 
 
P (Ki  |  answer)  =  P (Ki  |  Ki-1,answer) * P (Ki-1  |  answer) +  P (Ki  | ~Ki-1, answer) * P (~Ki-1  |answer) 
 
                                                                             Equation 1.3 
 

                



SPECIAL ISSUE  
_______________________________________________________________________________________________________________________   
      

 
|Chakraborty and Sinha. 2016 | IIOABJ | Vol. 7 | 2 | 51–60 57 

                           w
w

w
.iioab.org                                                                                        

 
   

                                            w
w

w
.iioab.w

ebs.com
 

C
O

M
PU

TE
R

  S
C

IE
N

C
E 

 
EXPERIMENTATION AND RESULTS 

 
We evaluated 15 students, taking 5 students each from 3 levels of a certain concept from the system. Next they are tested on question 
of different difficulty levels and each time their results are recorded. 

                      

  Table: 1. Response record from experiment 

Student 
id 

Knowledge 
level of a 
concept 

Question 
level 

Response 

 

IT/01 0.10 High Correct 
IT/02 0.37 Average Incorrect 
IT/03 0.23 Low Correct 
IT/04 0.19 Low Correct 
IT/05 0.31 High Incorrect 
IT/06 0.43 High Incorrect 
IT/07 0.56 Average Incorrect 
IT/08 0.67 Low Correct 
IT/09 0.49 Low Correct 
IT/10 0.51 High Incorrect 
IT/11 0.78 High Correct 
IT/12 0.88 Average Correct 
IT/13 0.90 Low Incorrect 
IT/14 0.70 Average Correct 
IT/15 0.95 High Incorrect 

                                                                             
Anomalies and Correction 

 
We can consider some anomalies from above data. For example by considering an extreme case of student with id 
IT/01.Here the student is of low intelligent level and is given a high difficulty level question which he answers 
correctly. So there is chance that he might have either guessed the answer or have taken some unfair means to do so. In 
case of a traditional case we have to wrongly assign a high marks to this student. But in our system we have 
incorporated some probability of guessing with the help of Bayesian network to impute some degree of correction. 
 
Again, by considering another extreme case of student with id IT/13.Here the student is of high intelligent level and is 
given a low difficulty level question which he answers wrongly. So there is chance that he might have either made a 
silly error or have wrongly imputed the answer. In case of a traditional case we have to wrongly assign a low marks to 
this student. But in our system we have incorporated some probability of slip with the help of Bayesian network to 
impute some degree of correction. 
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The calculation for the above two cases have been shown in the following section. 
 

Calculation of results based on Bayesian Network 
 

Table: 2.Conditional Probability Table for Guess parameter. 
 

Question 
Difficulty 
Level 

Intelligence 
Level 

Correct 
Response 

Probability 

(P(G=T|IL,C,QL) 

High 1 True 0.88 
High 1 False - 
High 2 True 0.76 
High 2 False - 
High 3 True 0.35 
High 3 False - 
Low 1 True 0.43 
Low 1 False - 
Low 2 True 0.23 
Low 2 False - 
Low 3 True 0.12 
Low 3 False - 

Average 1 True 0.73 
Average 1 False - 
Average 2 True 0.67 
Average 2 False - 
Average 3 True 0.29 
Average 3 False - 

 
 
 

Table: 3.Conditional Probability Table for Slip parameter. 

 

Question 
Difficulty 
Level 

Intelligenc
e Level 

Correct 
Response 

Probability 

(P(S=T|IL,C,
QL) 

High 1 True - 
High 1 False 0.008 
High 2 True - 
High 2 False 0.05 
High 3 True - 
High 3 False 0.22 
Low 1 True - 
Low 1 False 0.08 
Low 2 True - 
Low 2 False 0.76 
Low 3 True - 
Low 3 False 0.89 

Average 1 True - 
Average 1 False 0.23 
Average 2 True - 
Average 2 False 0.42 
Average 3 True - 
Average 3 False 0.6 

 
Showing calculation of student knowledge for students with id (IT/01) with intelligence level 0.01(Low Intelligence 
Level) who is given a question with high difficulty level given that he/she answers it correctly: 
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                                                              =    

 
                                                                            =   0.13     (Low Intelligence Level) 

In a traditional system this student will be graded a high score without taking into any account of whether he/she has 
performed any guess or unfair mean.  
 
Showing calculation of student knowledge for students with id (IT/13) with intelligence level 0.09 (High Intelligence 
Level) who is given a question with low difficulty level given that he/she answers it incorrectly: 
 

 
 

                                                             =    

 
                                                                           =   0.889    (High Intelligence Level) 
 

In a traditional system this student will be graded a low score without taking into any account of whether he/she has 
performed any slippage or silly mistake. 

 
CONCLUSION AND FUTURE WORK 

 
In this paper we have proposed an Intelligent Tutoring System which has the potential to enhance the traditional e-
Learning systems by incorporating reasoning based probabilistic approach namely Bayesian Network to evaluate a 
student’s knowledge. The aim of this system is to provide a student the correct feedback at the correct time.  

 
We have seen from our experiment results that evaluation of current knowledge level of each student is corrected by 
incorporating both    the Guess and Slip parameter in the Bayesian network. Hence in case of a highly intelligent person 
performing a slippage, their knowledge level is reduced by a small percent. Also in case of a low intelligent person 
performing a guess, their knowledge level is increased by a small percent. Since experiment was conducted on 15 
students, our aim is to increase the number of students from various backgrounds in order to obtain a wide range of 
probabilities. A large set of data will give us a more convincing result and will also enhance the validity of our proposed 
system. But such an attempt will also give rise to the challenge of managing a large number of data. We need to device 
a mechanism to handle the computation complexity of Bayesian Network for large data input.  

 
The other major directions for future work regarding our system include the following:  
 
• Enhancing the study material recommendation feature of the proposed system with advanced adaptive 
                 hypermedia technology (AHS). 
 
• Evaluate individual students learning style from their performance and usage of study materials. 
 
• Creating a more adaptive tutor model which will maintain an estimate of all the probabilities and 
                the learning styles and present more individualized exercises and feedback for improvement of the student. 
 
• Extending the proposed Bayesian network to a Dynamic Bayesian Network (DBN) which can update   
                student’s knowledge over long time spans.
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INTRODUCTION 
 
An Recent advancement in the technology has led everything in this world to go and connect to the Internet. The 
internet of things (IoT) is the novel paradigm which has rapidly spread in the scenario of the emerging modern 
wireless communication [1]. Unquestionably, the main strength of the IoT idea is the high impact it will have on 
several aspects of everyday-life and behavior of potential users [2]. Supermarkets have been self-serving, where 
the shoppers select their required items and proceed towards the billing counters. In this Smart Store concept, we 
present how Internet can help the Store Owner and also to the customer to access various features of the store 
from just an application. 
 
With little to none assistance, locating the shopping items in a big, sometimes mazelike, store can be very time-
consuming, physically exhaustive and mentally frustrating [3]. The idea of supermarket combined with the 
internet facility is called as Smart Store. It uses the data that is being collected in cloud via Internet to perform the 
necessary analysis of the demand and need in the store. Refilling of the stock in the smart store is done with the 
help of Smart Shelf, which is concept of Smart Trolley. Other features may also be added. 
 
Figure-1 shows the connection between the three main members who are associated with the store; the dealer or 
the factory representative, the store owner and the customer or shopper. 
 
 
 
 
 
 

 
Fig: 1. Connections 
…………………………………………………………………………………………………………….. 

 
 Most often, the store owners face the problems of refilling the stock in the store sporadically. In this 
paper, we present a feasibility study that leverages the Internet of Things (IoT) technology to make a 
store “smart”. The ideology of the smart store is to notify the Store Owner about the stock and various 
other requirements through an application in their phone, which are explained in detail. This enables the 
Store owner to notify his supplier to refill the stock. From the supplier end, the supplier will get a message 
regarding the stock fulfillment. Customers can search their required products in the mobile application, 
select the product, quantity, delivery option, location etc. The app shows the user about the current 
status of the store (store is open or closed), the quantity available in the store and other details. Further 
development of this approach could lead to a complete change in our day-to-day shopping experience.  
The manuscript not only aims the idea of e-commerce but also includes the idea that can be 
implemented if the customer visits the store and the idea of smart trolley. The Smart Trolley includes 
indoor positioning system and other additional features. 
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The paper presents the idea of Smart Store from three people’s viewpoint and how Internet will help each one of 
them. This paper also includes the idea of implementing smart trolley in the stores. 
 
STORE OWNER 
 
The Store Owner will be provided with an app, where he will be notified about the location/place of the product in 
the store and its details such as quantity, cost, demand, expiry date, etc. A brief description has been provided in 
the following sections: 
 
Stock Refilling Notification 
 
In the current situation, the Store Owner has to manually check the stock and notify the dealer or the factory 
representative for the need of stock. But in a Smart Store, a Smart Weighing Scale is used to measure the weight 
of the products in a Smart Shelf. The complete weight of an individual shelf gives the total weight of the products, 
while dividing them with an individual product weight will give the total quantity available.  
Total / Individual = Number 
Total: Total weight of the shelf including the product 
Individual: Weight of the individual product 
Number: Number of Product left in the stock. 
 
Every product has a certain weight, which can be measured. For certain products the weight may be low, so a 
precision Smart Scale has to be utilized. The Smart Scale is connected to the cloud service via Wi-Fi, enabling it 
to automatically update the quantity in the store as well as the app. If the quantity in the shelf reaches a minimum 
threshold the owner gets the notification about the stock requirement.  
 
Smart Shelf consists of Smart Weighing Scale. It is connected to the Internet via Wi-Fi. The shelf generally 
consists of three rows. Third Row is for the stack (case) of products. 
 

 
 

Fig: 2. Smart Shelf 
…………………………………………………………………………………………………………….. 

RELATED WORK  
 
As If the customer wants to buy a complete set of the individual product, then he can select the box from this 
shelf. Second Row is for the individual products, which may be picked by the customer. First Row is for the 
products, which are about to reach the expiry date. Owner of the store may put a discount on these items. The 
Smart Scale measures the weight of each shelf. 
 
Analytics 
 
As the quantity of the shelfis are available, the same date is updated in the cloud-based service via Internet. An 
algorithm is written to notify the owner about the most demanding product and non-demanding product. If a 
product is of more demand, then the shelf has to be always filled with product. In order to achieve this, lower 
threshold to notify about the requirement has to be raised up. If the stock is not in demand, the owner should be 
able to put a discount on the product to make sure that the product continues to be in the sale. 
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Expiry Date Notification 
 
When the dealer delivers the product to the store, the owner can scan the barcode present on it and enter the 
details regarding the product on the cloud. This will include the expiry date of the product also. If the product 
present in the shelf is about to reach the expiry date, the owner gets a notification regarding the date. Then the 
owner can shift the product to the First Row and apply some discount in order to attract the customer to buy the 
product. 
 
Product Location 
 
As the smart scale used in the system is connected to the Internet, it can also be utilized to locate the product in 
the store. Inside the store, facility is also provided in the trolley to locate the product. The consumer can also 
locate the product in the nearby store by using the app in their smartphone. 
 
Information Terminal can be placed at various places of the store to avail the location of a product if the 
customer/user is not having smartphone.  

CONSUMER 
   

The consumer will be provided with the app of all the smart stores registered. The consumer can open the app and 
search for his required product. If the customer specifies the name of the brand, other details then the product will 
be displayed directly on the smart phone screen. If a general name is mentioned, then all the relevant products will 
be displayed. User then needs to enter the quantity required which will then filter all the stores nearby with the 
quantity available. The app will also be able to display whether the store is open or closed depending on the 
response sent by Smart Door of the shop connected to the cloud via Wi-Fi network. If there are many stores 
available with the requirement, the consumer will be asked to select the store or the product depending on their 
convenience. 
 
After this the consumer can continue shopping or go for the payment screen, depending on the needs. Finally, the 
user need to opt for delivery options such as home delivery or pickup from the store.  
 
In an outdoor environment, the Global Positioning System (GPS) works efficiently in positioning and targeting 
different types of entities [4]. The app and sore is GPS enabled, which will automatically help both the customer 
and the store to locate each other. 
 
DEALERS 
 
Dealer will receive request orders from the associated stores. If there is any change in cost of any of the 
commodity, a cross check message is sent to the store owner. After confirmation of the order and payment, the 
app shows the nearest route to deliver the goods to the stores office using the GPS technology. A confirmation 
message will be sent to both dealer and Store Owner after the delivery is successful. 
 
SMART TROLLEY 
 
Almost every customer uses a trolley. In order to reduce the time, the customer just has to scan the product in the 
trolley using the barcode scanner provided. It also consists of a small display screen where various details 
regarding the store or the product will be displayed.  
 
In-Store mapping system can be utilized using the Display screen present in the trolley. The Indoor Positioning 
system automatically locate the store items and send the location information to the display screen of the trolley 
via cloud networking. 
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Fig: 3. Smart Trolley 
…………………………………………………………………………………………………………….. 

 
The working of the smart trolley has been explained in detail below: 
 The customers take a trolley and enter the shopping area. The trolley gets registered at the owner’s desk.  
 When the customer selects a product, they need to scan the barcode using the barcode scanner present in the 

trolley, which is connected, to the cloud. 
 As soon as the product gets added, the trolley compares the weight of the goods present in trolley with the 

database present in the cloud. 
 The display screen enables the customer to see all the products that are added in the trolley. 
 After the completion of shopping, the customer can then push the trolley to the exit zone of the store and can 

swipe their bankcard using the Swiping machine, which can also be added next to the display screen in the 
trolley. 

If any customer enters the billing zone of the store and the weight of the trolley doesn’t match with the products 
list in the screen, a notification to the security will be sent, where the security can take the necessary action. 
 
 
IMPLEMENTATION 
 
The web technologies have since enabled the fusion of digital and real worlds by providing a simple yet intuitive 
platform to interact with cloud services and virtual reality platforms [5]. The basic architecture of the system is 
presented in the Figure–4.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig: 4. Architecture 
…………………………………………………………………………………………………………….. 
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Fig: 5. Basic template of an application. 
…………………………………………………………………………………………………………….. 

 
The idea involves the usage of a simple microcontroller (such as TI SimpleLink Wi-Fi CC3200 LaunchPad) 
which requires less power and is easily available [6]. A rectenna for the harvesting of electromagnetic energy 
associated to the European RFID band has been utilized [7]. The MCU should be able to access the Internet at 
every point of the time. Data acquisition is to collect data by sensors or other measurement equipment [8]. The 
microcontroller should be capable of updating the data in the Cloud storage via a LAN or Wi-Fi network. Smart 
Weighing scale is connected in the similar manner to the internet. 
 
Application differs accordingly with the kinds of user interfaces. It consists of three modules, one for the 
customer, one for the Store Owner and other for dealer. The app is equipped with GPS in order to trace the 
location of the customer.  A separate login id will be provided to various users, like owner, dealer and the 
customer.  
 
 
RESULTS 
 
The 89V51 microcontroller is used in the system. The trolley contains a barcode scanner for billing purpose. The 
microcontroller is connected to the barcode scanner using MAX232IC. An on-board ultra-low-power MCU 
manages the sensor data sampling and the wireless communication by means of a new generation UHF I2C-RFID 
chip whose EPC code is dynamically updated with actual sensor measurements [9]. There is a quantity mismatch 
detector which is 38 KHz IR trans-receiver. The cost of the product and quantity is displayed using LCD display. 
Any product chosen by the customer need to be scanned by the bar coder in the trolley. After scanning the 
barcode, customer do have the option to delete the item/product from the list. A quantity mismatch will occur if 
the product purchased is directly kept in the trolley rather than scanning the barcode. 
 
The system is tested in the super bazar store and experiments are conducted for number of items/products. The 
system found to be functioning satisfactorily. 
 
ADVANTAGES OF THE PROPOSED SYSTEM 
 
 The implementation of this idea will reduce a lot of human efforts and human intervention as well.  
 In the proposed system shop owner need not be concerned about the demand and supply balance of the store as 

the data regarding the product gets updated in the cloud. 
 Shop owner need not be concerned about the stock coming and going out as all the updated details are 

available in the cloud at any moment. 
 Customers can access the real time information of the store and the products available in it. 
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 With help of this app, the dealer or the factory representative gets an efficient way of collecting different data 
of the product from the registered stores and supply the goods when needed or on demand. 

 The customer need not wait in the queue for billing. The bill is automatically generated as the Smart Trolley is 
enabled with a barcode reader. 

 
CONCLUSION 
Many applications are proposed having online facility with various stores and other details, but none of them 
provides the facility to search the product in the current and nearby stores. This paper presents a novel approach 
for smart shopping along with Smart Scale which incorporates the idea of Smart Trolley. The app is very helpful 
in saving precious time. The idea has the feasibility and advancement that can be done in a normal store to 
enhance it to a Smart Store. 

 
 
CONFLICT OF INTEREST 
Authors declare no conflict of interest.  
 
 
FINANCIAL DISCLOSURE  
No financial support received to carry out this research. 
 
 
REFERENCES 

 
[1] Asghar MH, Mohammadzadeh N, Negi A. [2015] Principle 

application and vision in Internet of Things (IoT), in 
Computing, Communication & Automation (ICCCA), 2015 
International Conference on, vol., no., pp.427–431, 15–16 May.  

[2] Luigi Atzori, Antonio Iera, Giacomo Morabito [2010] The 
Internet of Things: A survey, Computer Networks, Volume 54, 
Issue 15, 28 October 2010, Pages 2787–2805, ISSN 1389-1286.  

[3] Hicks D, Mannix K, Bowles HM, Gao B J. [2015] SmartMart: 
IoT-based In-store mapping for mobile devices, in Collaborative 
Computing: Networking, Applications and Worksharing 
(Collaboratecom), 2013 9th International Conference on , vol., 
no., pp.616-621, 20-23 Oct. 

[4] Al Nuaimi, K Kamel, H. [2011] “A survey of indoor positioning 
systems and algorithms,” in Innovations in Information 
Technology (IIT), 2011 International Conference on, vol., no., 
pp.185–190, 25–27 April  

[5] Pereira PP, Jens E, Rumen K, Jerker D, Asma R, Mia J. [2013] 
Enabling cloud connectivity for mobile internet of things 
applications. In: Proceeding of the IEEE 7th international 

symposium on service oriented system engineering (SOSE), pp 
518–526. 

[6] Asghar MH, Mohammad zadeh N, Negi A. [2015] Principle 
application and vision in Internet of Things (IoT), in 
Computing, Communication & Automation (ICCCA), 2015 
International Conference on, vol., no., pp.427–431, 15–16 May. 

[7] Hicks D, Mannix K, Bowles H M, Gao B J. [2015] SmartMart: 
IoT-based In-store mapping for mobile devices, in 9th 
International Conference on Collaborative Computing: 
Networking, Applications and Worksharing (Collaboratecom), 
vol., no., pp.616-621, 20-23 Oct. 2013. 

[8] Al Nuaimi, K Kamel, H. [2011] “A survey of indoor positioning 
systems and algorithms,” in Innovations in Information 
Technology (IIT), 2011 International Conference on, vol., no., 
pp.185–190, 25–27 April  

[9] Luigi Atzori, Antonio Iera, Giacomo Morabito.[ 2010] The 
Internet of Things: A survey, Computer Networks, Volume 54, 
Issue 15, 28 October 2010, Pages 2787–2805, ISSN 1389-1286. 
 

 
 

ABOUT AUTHORS  
 

 
 

Prof. Ramesh Nayak is currently working as associate professor in Canara Engineering College, 
Benjanapadavu, Mangaluru, Karnataka, India. He is currently faculty in the department of 
Information Science and Engineering. He received his M.Tech degree from University of Mysore, 
Mysore, India. He is pursuing PhD in image processing. His research interest includes Image 
processing, Data Mining, Computer Networks. He has teaching experience of 14 years and 
research experience of 3 years. He has published research papers in national, International 
conferences and Journals. 



SPECIAL ISSUE  
_______________________________________________________________________________________________________________________  
       

  
| Nayak et al. 2016 | IIOABJ | Vol. 7 | 2 | 61–67   67 

                           w
w

w
.iioab.org                                                                                        

 
   

                                            w
w

w
.iioab.w

ebs.com
 

C
O

M
PU

TE
R

 S
C

IE
N

C
E 

 
 

 

 
 

 

 
 

Shreenivas Pai is currently an engineering student of Electronics and Communication at 
M.S.Ramaiah Institute of Technology, Bangalore. Karnataka, INDIA. 

Akshay Nayak is currently an engineering student of Information Science and Engineering at 
M.S.Ramaiah Institute of Technology, Bangalore, Karnataka, INDIA. 

Akhil Simha N is currently an engineering student of Electronics and Instrumentation at 
M.S.Ramaiah Institute of Technology, Bangalore, Karnataka, INDIA. 



SPECIAL ISSUE 
Walse et al. 
_______________________________________________________________________________________________________ 

  
| Walse et al. 2016 | IIOABJ | Vol. 7 | 2 | 68–76    68  

                           w
w

w
.iioab.org                                                                                        

 
   

                                            w
w

w
.iioab.w

ebs.com
 C

O
M

PU
TE

R
 S

C
IE

N
C

E 

| Guest Editor | Prof. Steven Fernandes| 

 
 

A STUDY OF HUMAN ACTIVITY RECOGNITION USING ADABOOST 
CLASSIFIERS ON WISDM DATASET 
Kishor H Walse1*, Rajiv V Dharaskar2, Vilas M Thakare3 
 
1Dept. of Computer Science and Engineering, Anuradha Engineering College, Chikhli, INDIA 
2DISHA Technical Campus, Raipur, CG, INDIA 
3Dept. of Computer Science and Engineering, S.G.B. Amravati Univeristy, Amravati, INDIA 
 
 
ABSTRACT 
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INTRODUCTION 
 
In the world, the first time it is happening that the proportion of older persons ( 60 years or older) increases in the 
proportion of young (below 15). For the first time in history, the number of older persons in the world will exceed 
the number of young by year 2050. [1]. Such ageing population need care. Activity recognition is a significant 
research area can provide a solution to such problem. This area has many applications in healthcare, elder care, user 
interfaces, smart environments, and security [2,3]. Image and video based human activity recognition has been 
studied since a long time but they have limitation of mostly require infrastructure support, for example, the 
installation of video cameras in the monitoring areas [4]. There are alternative approaches are available such as a 
body worn sensors or a smartphone which have built-in sensors to recognize the human activity of daily living. But 
a normal human can't wear so many sensors on the body excluding a patient [5,6]. Today's smartphone is well 
equipped with powerful sensors and long lasting battery with small in size provide an opportunity for data mining 
research and applications in human activity recognition using smartphones. These smartphones having 
accelerometer, gyroscope, GPS, microphones, cameras,  light, temperature, compasses and proximity [7]. Some 
existing works have explored human activity recognition using data from accelerometer sensors [8-10]. Many 
researches received very good accuracy by using tri-axial accelerometer for activity recognition the daily [11]. 
  
RELATED WORK 

In this paper, we reviewed the work done so far in the area of human activity recognition. We found many 
researchers [12,7,13,15] have worked on it. We discussed various aspects of these studies and their limitations. 
Some of these aspects included their experimental setup, dataset used, a sensor-selection, position of sensors, a 
sampling rate, windowing, a feature selection, classifier selection etc. JR Kwapisz, et al [7] tri-axial accelerometer  
is used with twenty-nine users. There are many research areas in this topic because it is related to human activity. 
There is wide scope in the direction to increase the usability of the smartphone. Researchers can make various 

Human activity recognition is bringing much attention because of its applications in many areas like 
health care, adaptive interfaces and a smart environment. Today's smartphone is well equipped with 
advanced processor, more memory, powerful battery and built-in sensors. This provides an opportunity 
to open up new areas of data mining for activity recognition of Daily Living. In this paper, the benchmark 
dataset is considered for this work is acquired from the WISDM laboratory, which is available in public 
domain. We performed experiment using AdaBoost.M1 algorithm with Decision Stump, Hoeffding Tree, 
Random Tree, J48, Random Forest and REP Tree to classify six activities of daily life by using Weka 
tool. Then we also see the test output from weka experimenter for these six classifiers. We found the 
using Adaboost,M1 with Random Forest, J.48 and REP Tree improves overall accuracy. We showed that 
the difference in accuracy for Random Forest, REP Tree and J48 algorithms compared to Decision 
Stump, and Hoeffding Tree is statistically significant. We also show that the accuracy of these algorithms 
compared to Decision Stump, and Hoeffding Tree  is high, so we can say that these two algorithms 
achieved a statistically significantly better result than the Decision Stump, and Hoeffding Tree  and 
Random Tree baseline. 
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research according to the need of a user, as this system is now occupying its position in the human healthcare and 
military department [14].  
 
 
MATERIALS AND METHODS 
 
Data Collection 
 
In this paper, we have uses a standard HAR dataset which is publicly available from the WISDM group [6]. Android smartphone 
based application was used to collect data. Each user was asked to take the smartphone in a front leg pocket and performed five 
different activities in supervised condition which were walking, jogging, walking upstairs, walking downstairs, sitting, and standing. 
While performing these activities, the sampling rate for accelerometer sensor was kept of 20Hz. WISDM HAR dataset consists the 
accelerometer's raw time series data and detail descriptions is shown in the Table– 1. 

 

Table: 1. WISDM Dataset Description [2] 

Description Nos. of 
Record 

% of 
Records 

Total Nos. of Samples 10,98,207 100% 
Nos. of Attributes 6  
Any missing value None  

Ativity wise distribution Total nos. 
of Samples Percentage 

Walk 4,24,400 38.6% 
Jog 3,42,177 31.2% 
Up-stairs 1,22,869 11.2% 
Down-stairs 1,00,427 9.1% 
Sit 59,939 5.5% 
Stand 48,395 4.4% 
Transformed Examples   
Total Nos. of samples 5,424  
Nos. of attributes 46  
Any missing value None  

Activity wise distribution Total nos. 
of samples Percentage 

Walk 2,082 38.4% 
Jog 1,626 30.0% 
Up-stairs 633 11.7% 
Down-stairs 529 9.8% 
Sit 307 5.7% 
Stand 247 4.6% 

 
Feature Generation 
 
Before applying the classifier algorithm, it is necessary to transform the raw sensor's data. The raw accelerometer's signal consists 
of a value related each of the three axes. To accomplish this J.R. Kwapisz et al [7] has segmented into 10-second data without 
overlapping. This is because he considered that 10seconds data consist of sufficient recreations that consist of 200 readings. Then 
they have generated features that were based each segment data of 200 raw accelerometer readings. A total 43 features are 
generated. All these are variants are based on six extraction methods. Average, Standard Deviation, Average Absolute Difference 
and Time between Peaks for each axis are extracted. Apart from these Average Resultant Acceleration and Binned Distribution is 
also extracted. 
 
Classification  
 
In this paper for classification of human activity of daily living, we have used the classifiers available in the Weka tool. In this paper , 
we have presented selected classifier algorithms like Decision Stump, Hoeffding Tree, Random Tree, REP Tree, J48 and RAndom 
Forest, decision tree algorithms along with Adaptive Boosting  available in Weka Adaboost.M1 with default setting. 
 
Performance Measures  
 
During this experimentation following performance measures has been used. 
The Overall accuracy is used to summarize the overall classification performance for all classes. It is defined as follows: 
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TP
Overall Accuracy = 

TP+FP+FN+TN
 ....(1) 

 
The precision is defined as follows: 

TP
Precision=

TP+FP
 

....(2) 

The recall, also called sensitivity or true positive rate, is defined as follows: Sensitivity is used to relate  the test's ability to identify a 
condition correctly.  

recall =
TP

TP FN  ....(3) 

 
The Specificity is defined as follows:  

TN
Specificity

TN FP



 ....(4) 

 
 
 
The F-measure combines precision and recall in a single value: 

Precision*Recall
F-measure= 2

PRecison+Recall

 
 
 

 ....(5) 

Kappa statistic: 
Cohen's kappa statistic, κ , is a measure of agreement between categorical variables X and Y.  The equation for κ is: 

0

1
e

e

p p

p





  ....(6) 

Mean Absolute Error (MAE) is defined as follows:  

1 1

1 1n n

ii iin n i
MAE f y e 

    ....(7) 

RMS E : 
Root Mean Square Error (RMSE) is also called as Root Mean Square Deviation (RMSD)  is defined as  

 2

1

n

i ii
n

yy
RMSE 





 
....(8) 

MCC: 
The Matthews correlation coefficient (MCC ) is 

     
TP TN FP FN

TP FP TP FN TN FP TN FN
MCC

  

   
  ....(9) 

Experimental Method 
 
This paper follows following steps to perform experiment with standard dataset. 

 
 Acquisition of standard  WISDM HAR Dataset for Human Activity Recognition through a mobile device which is available 

in public domain. 
 Partitioning dataset into training, testing and cross validation by using 10-fold cross-validation. 
 A Selection of Meta Adaboost.M1 classifier for classification with selected decision tree classifier with default parameters. 
 Examination of each classification model on 10-fold cross validation.  
 Comparative analysis on the basis of performance measures such as, classification accuracy, TP rate, FP rate, minimum 

RMSE, F-measure, precision, recall and ROC.  
 We used experiment environment from weka in determining mean and standard deviation performance of a classification 

algorithm on a WISDM dataset.  
 we choose decision tree classifiers, experiment type has been chosen as 10-fold cross-validation in which WISDM 

dataset is divided into 10 parts (folds) and compare their results with meta classifier Adaptive Boosting. The confidence 
kept at 0.05 
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RESULTS AND DISCUSSION 
 
Finally, we used weka experimenter to evaluate the performance of the classifiers mentioned in an earlier section on 
standard WISDM dataset. Each classifier is trained and tested using 10-fold cross validation with 10 times' 
repetition. In this section, the summary of the results are presented. 
 
Confusion Matrix for Classifiers  
 
The Confusion Matrix for Decision Stump, Hoeffding Tree, Random Tree, REP Tree, J48 and Random Forest are 
shown in the Tables– 2– 7. As shown a confusion matrix in the Table– 2 and performance criteria in table 8 for 
Decision Stump, the classifier found confused over the Jogging stairs standing and Laying Down.  Hoeffding Tree 
and Random tree as shown in the Tables– 3, 9, Tables– 4, 10 for respectively which are failed to classify the stairs' 
activity successfully. In confusion matrix the major misclassification denoted by yellow color. It is found that there 
is common misclassification of the stairs and sitting with walking  has been observed. But still the performance of 
the REP Tree, J49 and Random Forest is much better compared with others.  

 
Table: 2. Confusion Matrix for Adaboost.M1 Meta Classifier with Decision Stump 

 
classified as a b c d e f 

a = Walking 175 
4 0 431 0 0 0 

b = Jogging 117 0 0 13 0 0 
c = Stairs 251 0 0 0 0 0 
d = Sitting 49 0 0 1361 0 0 
e = Standing 14 0 0 826 0 0 
f = Lying Down 2 0 0 617 0 0 

 
Table: 3. Confusion Matrix for Adaboost.M1 Meta Classifier with Hoeffding Tree 

 
  classified as     a b c d e f 

a = Walking 2011 4 7 81 39 43 

b = Jogging 1 122 0 0 4 3 

c = Stairs 15 2 174 33 12 15 

d = Sitting 25 5 1 1177 104 98 

e = Standing 23 4 2 46 744 21 

f = Lying Down 10 2 0 28 33 546 

 
Table: 4. Confusion Matrix for Adaboost.M1 Meta Classifier with Random Tree 

 
classified as     a b c d e f 

a = Walking 2124 4 22 29 3 3 

b = Jogging 3 121 1 2 2 1 

c = Stairs 27 3 218 1 2 0 

d = Sitting 24 1 1 1349 19 16 

e = Standing 8 1 2 23 800 6 

f = Lying Down 2 1 0 22 5 589 
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Table: 5. Confusion Matrix for Adaboost.M1 Meta Classifier with REP Tree 
 

classified as a b c d e f 
a = Walking 2153 2 6 19 4 1 

b = Jogging 4 120 1 2 2 1 

c = Stairs 5 0 242 3 1 0 

d = Sitting 23 0 1 1358 15 13 

e = Standing 9 1 1 7 818 4 

f = Lying Down 2 1 0 12 5 599 
 

Table: 6. Confusion Matrix for Adaboost.M1 Meta Classifier with J48 
 

classified as a b c d e f 

a = Walking 2166 1 5 9 2 2 

b = Jogging 3 123 0 1 2 1 

c = Stairs 17 0 234 0 0 0 

d = Sitting 17 1 1 1371 15 5 

e = Standing 6 2 1 2 827 2 

f = Lying Down 2 2 0 13 6 596 
 

Table: 7. Confusion Matrix for Adaboost.M1 Meta Classifier with Random Forest 
 

 
classified as a b c d e f 

a = Walking 2170 0 2 9 4 0 

b = Jogging 1 126 0 1 1 1 

c = Stairs 7 0 244 0 0 0 

d = Sitting 19 1 4 1365 15 6 

e = Standing 7 1 1 5 826 0 

f = Lying Down 2 2 0 9 4 602 
 

Performance Criteria for Classifiers 
 
 

Table: 8. Performance Criteria for Adaboost.M1 Meta Classifier with Decision Stump 
 

Activity TP-Rate FP-Rate Precision Recall F-Measure MCC ROC Area PRC Area 
Walking 0.803 0.133 0.802 0.803 0.802 0.669 0.826 0.737 
Jogging 0 0 0 0 0 0 0.731 0.048 
Stairs 0 0 0 0 0 0 0.809 0.112 
Sitting 0.965 0.469 0.419 0.965 0.584 0.444 0.741 0.408 
Standing 0 0 0 0 0 0 0.721 0.248 
Lying Down 0 0 0 0 0 0 0.721 0.187 
Weighted Avg.     0.573 0.175 0.431 0.573 0.474 0.384 0.773 0.468 
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Table: 9. Performance Criteria for Adaboost.M1 Meta Classifier with Hoeffding Tree 
 

Activity TP-Rate FP-Rate Precision Recall F-Measure MCC ROC Area PRC Area 
Walking 0.92 0.023 0.965 0.92 0.942 0.905 0.989 0.984 

Jogging 0.938 0.003 0.878 0.938 0.907 0.905 0.995 0.937 

Stairs 0.693 0.002 0.946 0.693 0.8 0.802 0.968 0.813 

Sitting 0.835 0.047 0.862 0.835 0.848 0.796 0.966 0.933 

Standing 0.886 0.042 0.795 0.886 0.838 0.808 0.976 0.906 

Lying Down 0.882 0.037 0.752 0.882 0.812 0.789 0.976 0.892 

Weighted Avg 0.878 0.032 0.885 0.878 0.879 0.844 0.979 0.939 

 
 

Table: 10. Performance Criteria for Adaboost.M1 Meta Classifier with Random Tree 
 

Activity TP-Rate FP-Rate Precision Recall F-Measure MCC ROC Area PRC Area 

Walking 0.972 0.02 0.971 0.972 0.971 0.952 0.977 0.957 

Jogging 0.931 0.002 0.924 0.931 0.927 0.925 0.964 0.861 

Stairs 0.869 0.005 0.893 0.869 0.881 0.875 0.938 0.792 

Sitting 0.957 0.019 0.946 0.957 0.951 0.934 0.969 0.917 

Standing 0.952 0.007 0.963 0.952 0.958 0.95 0.974 0.929 

Lying Down 0.952 0.005 0.958 0.952 0.955 0.949 0.975 0.92 

Weighted Avg 0.957 0.015 0.957 0.957 0.957 0.943 0.972 0.928 

 
Table: 11. Performance Criteria for Adaboost.M1 Meta Classifier with REP Tree 

 
Activity TP-Rate FP-Rate Precision Recall F-Measure MCC ROC Area PRC Area 

Walking 0.985 0.013 0.98 0.985 0.983 0.971 0.998 0.998 

Jogging 0.923 0.001 0.968 0.923 0.945 0.944 0.999 0.98 

Stairs 0.964 0.002 0.964 0.964 0.964 0.962 0.998 0.982 

Sitting 0.963 0.011 0.969 0.963 0.966 0.954 0.996 0.987 

Standing 0.974 0.006 0.968 0.974 0.971 0.966 0.995 0.976 

Lying Down 0.968 0.004 0.969 0.968 0.968 0.964 0.996 0.989 

Weighted Avg. 0.973 0.01 0.973 0.973 0.973 0.964 0.997 0.99 

 
Table: 12. Performance Criteria for Adaboost.M1 Meta Classifier with J48 

 
Activity TP-Rate FP-Rate Precision Recall F-Measure MCC ROC Area PRC Area 

Walking 0.991 0.014 0.98 0.991 0.985 0.976 0.999 0.999 

Jogging 0.946 0.001 0.953 0.946 0.95 0.949 0.999 0.985 

Stairs 0.932 0.001 0.971 0.932 0.951 0.949 0.999 0.982 

Sitting 0.972 0.006 0.982 0.972 0.977 0.969 0.998 0.996 

Standing 0.985 0.005 0.971 0.985 0.978 0.973 0.999 0.992 

Lying Down 0.963 0.002 0.983 0.963 0.973 0.97 0.998 0.992 

Weighted Avg 0.978 0.008 0.978 0.978 0.978 0.971 0.999 0.995 
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Table: 13. Performance Criteria for Adaboost.M1 Meta Classifier with Random Forest 

 
Activity TP-Rate FP-Rate Precision Recall F-Measure MCC ROC Area PRC Area 

Walking 0.993 0.011 0.984 0.993 0.988 0.981 1 0.999 

Jogging 0.969 0.001 0.969 0.969 0.969 0.968 1 0.996 

Stairs 0.972 0.001 0.972 0.972 0.972 0.971 1 0.995 

Sitting 0.968 0.006 0.983 0.968 0.975 0.967 0.999 0.998 

Standing 0.983 0.005 0.972 0.983 0.978 0.973 0.999 0.997 

Lying Down 0.973 0.001 0.989 0.973 0.98 0.978 0.999 0.995 

Weighted Avg.     0.981 0.007 0.981 0.981 0.981 0.975 0.999 0.998 

 
 

Table: 14. Performance Measures for Adaboost.M1 Meta Classifier with all classifiers 
 

Performance Measures  Decision 
Stump 

Hoeffding 
Tree 

Random  
Tree REP  Tree J48 Random 

Forest 

Correctly Classified Instances 57.31% 87.84% 95.69% 97.33% 97.83% 94.44% 

Incorrectly Classified Instances 42.69% 12.16% 4.31% 2.67% 2.17% 5.56% 

Kappa statistic 0.3752 0.8349 0.9411 0.9635 0.9703 0.9203 

Mean-absolute-error 0.1862 0.0894 0.0144 0.0096 0.0074 0.0503 

Root mean squared error 0.3052 0.1797 0.1191 0.0884 0.0831 0.1275 

Relative absolute error 76.37% 36.66% 5.89% 3.93% 3.03% 20.54% 

Root relative squared error 87.41% 51.46% 34.11% 25.33% 23.81% 36.46% 

Coverage of cases (0.95 level) 98.56% 99.87% 95.81% 98.22% 98.07% 99.95% 

Mean rel. region size (0.95 level) 59.96% 69.24% 16.75% 17.23% 16.80% 32.22 % 

Total Number of Instances 5435 5435 5435 5435 5435 5418      

Time taken to build model:  0.16 
seconds 

2.48 
seconds 

0.06 
seconds 

2.13 
seconds 

7.73 
seconds 

2.27 
seconds 

 

 
 

Fig: 1. Kappa Statistic, Mean Absolute and Root Mean Squared Errors for the Classifiers 
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…………………………………………………………………………………………………………….. 

 
Table: 15. Ranking Table with test output with all 06 classifiers on WISDM Dataset 

 
Dataset Random Tree Decision 

Stump 
Hoeffding 

Tree J48 Random 
Forest 

REP 
Tree 

WISDM Dataset (100) 89.76 63.69 * 75.54 * 93.94 v 94.60v 94.61v 
 (v/ /*) (0/0/1) (0/0/1) (1/0/0) (1/0/0) (1/0/0) 

 
 

 
 

Fig: 2. Kappa Statistic, Mean Absolute and Root Mean Squared Errors for the Classifiers 
…………………………………………………………………………………………………………….. 

 
The Table– 15, the ranking of  all six classifier algorithm. While performing experiment, each classifier was 
repeated 10 times on the dataset and the mean accuracy is  shown and the standard deviation in rackets of those 10 
runs. The table shows Random Forest, REP Tree and J48 algorithms have a little “v” next to their results. That 
indicate how each classifier is statistically significant win against others on the WISDM dataset. This means an 
accuracy of a classifier is better than the accuracy of another classifier algorithm with the statistically significant 
difference.  

 
 

CONCLUSION 
 
We can conclude that the Random Forest, REP Tree and J48 algorithms which have a little “v” next to their results 
means that the difference in the accuracy of these algorithms compared to Decision Stump, and Hoeffding Tree is 
statistically significant. We can also see that the accuracy of these algorithms compared to Decision Stump, and 
Hoeffding Tree is high, so we can say that these two algorithms achieved a statistically significantly better result 
than the Decision Stump, and Hoeffding Tree and Random Tree baseline.  
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