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ABSTRACT 
 
Background: Cloud computing is one among the unfathomable knowledge exploration in the field of Information Technology. A virgin as well 

as a task emerging area of study, cloud computing provides an innovative model for the distribution of multiple applications in various 

organizations. Methods: The development and growing popularity of cloud computing indicates the evolution in the way IT infrastructure and 

services are distributed and expended. This increased use of cloud computing resulted in resource problems which have to be solved for 

better usage of the clouds. In this paper, we present an efficient method for solving resource problems in the cloud using modified map 

reducing algorithm. Results: Here we employed a Map Reduce programming model with GA for distributed parallel computing and execution 

on a virtualization process which is used to detect non-sufficient reductions in the execution time and to detect the decrease in the 

computing time.  Conclusions: GA is compared with existing methods such as Clustering large applications(CLARA), Partioning around 

medoids(PAM), Clustering large applications based on randomized search(CLARANS) in which the simulation results of GA aim on improving 

the solutions both in execution and computation. 

 

INTRODUCTION 
 

Cloud computing is a large scale distributed computing paradigm in which a pool of computing resources 

are available to the users via the Internet [1]. Cloud computing is a metaphor used by technology or IT 

Services companies for the delivery of computing requirements as a service to a homogeneous community 

of end-recipients. Recently, the cloud computing has been gaining lots of interests from researchers and IT 

industry due to its many abilities to provide flexible, dynamic IT infrastructures, QoS guaranteed computing 

environments, configurable software services and the state-of-the-art enabling cloud computing 

technologies [11]. Cloud computing clusters provide a large scale computing environment for scientific 

users. However, a large scale biological application often involves various types of computational tasks 

which can benefit from different types of computing clusters [9]. The use of cloud computing technology 

has gained popularity in recent years, and many companies are currently moving their business to the 

cloud, by deploying their services and executing their workloads in private or public clouds according to the 

application requirements or the particular business models [2]. 

 

In recent years, the application of high performance and distributed computing in scientific practice has 

become increasingly widespread. Among the most widely available platforms to scientists are clusters, 

grids, and cloud systems [10]. A storage cloud provides storage services, while a compute cloud provides 

computer services [13] It is important to note that we are implicitly considering the possibility of a hybrid 

deployment, i.e., the resources can be placed in different clouds, this multi-cloud setup can be suitable for 

deployment of independent virtual resources or for loosely-coupled multi-component services with no or 

weak communication requirements [3]. Data analytics play a key role in planning, problem solving, and 

decision support tasks. Data analytics applications typically process large amounts of data from both 

operational and historical data sources and the processing is primarily read-only with occasional batch 

inserts [5].  

 

Scientific computing is a field of study that applies computer science to solve typical scientific problems. It 

is usually associated with large scale computer modeling and simulation and often requires a large 

amount of computer resource [7]. Providers such as Amazon, Google, Sales force, IBM, Microsoft, and Sun 

microsystems have begun to establish new  data  centers  for  hosting  cloud  computing  applications  in  

various  locations  around  the  world  to  provide redundancy  and  ensure  reliability  in  case  of  site  

failures [4]. Many task computing (MTC) is novel paradigm, which tries to solve the problem of executing 

multiple parallel activities in multiple processors. Multiple processors may refer to a large cluster or a 

cloud [12]. The cloud storage service (CSS) relieves the burden of storage management and maintenance. 

However, if such an important service is vulnerable to attacks or  failures,  it would bring irretrievable  

losses  to  users since their data or archives are  stored  into an  uncertain  storage   pool  outside  the   

enterprises [6]. 

 

Map Reduce is a programming model used for processing large data sets in a highly-parallel way. Users 

specify the computation in terms of a “map” function that processes a key/value pair to generate a set of 

intermediate key/value pairs, and a “reduce” function that merges all intermediate values associated with 

the same intermediate key [18]. It is one of the most popular programming models designed to support 

the development of such applications [16]. Map-Reduce is attracting a lot of attention, proving both a 

source for inspiration as well as the target of polemic by prominent researchers in databases. In database 

terms, map reduce is a simple yet powerful execution engine, which can be complemented with other data 
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storage and management components as necessary [14]. The map-reduce paradigm has been drawing 

the attention of the computational biology community particularly in the last year. However, majority of 

these applications are limited to simply distributing the data which are then handled by existing sequential 

software [20]. 

 

Hadoop is a popular open source cloud computing framework that has shown to perform well in various 

usage scenarios. Its Map reduce framework that offers trans-parent distribution of compute tasks and 

data with optimized data locality and task level fault tolerance; its distributed file system (DFS) offers a 

single global interface to access data from anywhere with data replication for fault tolerance [15]. On the 

other hand, data analysts in most companies, research institutes, and government agencies have no 

luxury to access large private Hadoop/ Map Reduce clouds. Therefore, running Hadoop/ Map Reduce on 

top of the public cloud has become a realistic option for most users [19]. One of the biggest merits of 

cloud storage is that users can access data in a cloud anytime and anywhere, using any device [8]. The 

simplicity of map reduce, its wide-spread usage, and its ability is in capturing the primary challenges of 

developing distributed applications [17]. 

 

In [21] Semantic web an emerging area to augment human reasoning has been proposed. Various 

technologies were being developed in those arenas which have been standardized by the World Wide Web 

Consortium (W3C). One such standard was the Resource Description Framework (RDF). Semantic web 

technologies can be utilized to build efficient and scalable systems for cloud computing. Hadoop‟s 

mapreduce framework is used to answer the queries. The results show that they can store large RDF 

graphs in hadoop clusters built with cheap commodity class hardware. Furthermore, their framework was 

scalable and efficient and can handle large amounts of RDF data, unlike traditional approaches. 

 

In [8] storage in the cloud is proposed with the SPKS scheme for cloud storage services. It allows the CSP 

to participate in the decipherment, so that the user could pay less computational overhead for decryption. 

Furthermore, it was searchable encryption scheme; the CSP could search the encrypted files efficiently 

without leaking any information. It was probable that the proposed schemes have semantic security 

against adaptive chosen plaintext attacks. 

 

In [12] the performance of Hadoop is been analyzed an implementation of mapreduce programming 

model for distributed parallel computing, executing on a virtualization environment comprised of 1 + 16 

key pair values running the VMW. A set of experiments using the standard Hadoop benchmarks has been 

designed in order to determine whether or not significant reductions in the execution time of computations 

are experienced on the virtualization platform on a departmental cloud. The results mainly focused on the 

computation time. In [23] a cloud-computing based evolutionary algorithm is been presented using a 

synchronous storage service as a pool for exchanging information among the population of solutions. The 

multi-computer was composed of several normal PCs or laptops connected via Wi-Fi or Ethernet. The effect 

of how the distributed evolutionary algorithm reached the solution when PCs was tested whether that 

effect also translates to the algorithmic performance of the algorithm. To this end different problems were 

addressed using the proposed multi-computer, analyzing the effects that the automatic load-balancing and 

synchronization had on the speed of algorithm successful, and analyzing how the number of evaluations 

per second increases when the multi-computer includes new nodes. 

 

The paper is organized as follows. Section 2 summarizes some of the formal definitions of the problem, 

section 3 presents the related work, section 4 presents the genetic algorithm proposed in this paper for 

solving the resource problem in the clouds using the map reduction algorithm, section 5 contains the 

experimental part of the paper where the performance of the proposed approach is evaluated and finally 

the conclusions are drawn in section 6. 

 

RELATED WORK 
 
Many definitions exist resource management techniques for cloud networks available in the literature. 

K. Meri et al. [24] illustrated cloud-based evolutionary algorithms: An algorithmic study. This work shows 

the effect of how distributed evolutionary algorithm reaches the solution when new PC are added and 

tested and whether the effect translates the algorithmic performance. Different problems were addressed 

by analyzing the effect of load balancing and synchronization and are measured by number of evaluation 

per second when new nodes are added. The Evolutionary parallel algorithm solves the proposed problem 

and it was feasible both in homogeneous and heterogeneous environment. 

 

Kai Zhu et al. [25] proposed Hybrid Genetic Algorithm for Cloud Computing Applications. An effective load 

balancing strategy improves the task throughput of cloud computing. Virtual machines are selected as a 

fundamental processing unit of cloud computing where the resources increases and vary energetically by 

the utilization of virtualization technology. As a result performance of load balancing has become 

complicated and is complex to be achieved. Multi-agent genetic algorithm (MAGA) a hybrid algorithm of GA 

was proposed whose performance is far superior to that of the traditional GA. The experimental results of 

paper shows the advantage of MAGA over traditional GA, where load balancing problem is solved in cloud 

computing moreover better performance is achieved. 

 

Shin-ichi Kuribayashi et al. [26] proposed the Optimal Joint Multiple Resource Allocation Method for Cloud 

Computing Environments. This research develops a resource allocation model where both processing 
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ability and bandwidth are allocated simultaneously to each service request and rented out on an hourly 

basis. The allocated resources are dedicated to each service request. An optimal joint multiple resource 

allocation method is proposed based on the above resource allocation model where it reduces the request 

loss probability and as a result, reduces the total resource required, compared with the conventional 

allocation method. The simulation result shows that the proposed method allocates resources fairly among 

multiple users efficiently. 

 

Fang Yu et al. [27] illustrated Quantitative Analysis of Cloud-based Streaming Services. As online streaming 

services significantly increase in recent years, it becomes a critical issue to offer quality service via 

systems that benefit from cloud computing developments. The study on quantitative analysis to estimate 

and further improve the quality of cloud-based streaming services, deriving theoretical results on operation 

characteristics of queuing models with mild assumptions. By simulating the continuous-time Markov chain, 

according to the adopted operations rules for VMs, we also get performance indicators such as the 

average lag time and interruptions that a customer may experience under different environmental settings. 

 

PROPOSED METHODOLOGY FOR SOLVING RESOURCE PROBLEMS IN A 

CLOUD 
 
Cloud computing is a rapidly developing area which offers a possible increase in the flexibility and 

efficiency of the service providers. With the help of cloud computing data‟s can be provided through 

shared computing resources and can be easily accessed through the internet. These include applications, 

development tools and servers. Amidst of all these advantages cloud offers, the major drawback has been 

the resource problem. The major intention is to develop a system which can solve the resource problems 

in the clouds. For this purpose we have used map reducing algorithm which proves to be an efficient 

method for reducing the over usage of resources such as execution and computing time. 

 

In our proposed method, we implemented a Map Reduce Programming model for distributed parallel 

computing and execution on a virtualization process which is used to detect non-sufficient reductions in 

the execution time and to detect the decrease in the computing time. For an efficient mapper, Genetic 

Algorithm (GA) is used for optimizing the parameters of map reduce algorithm. A map and reduce 

algorithm is used to abstract the complex parallel computations. The Apache Hadoop model is used for 

map reduce. The proposed method is explained in detail in the below sections. 

 

The HADOOP distributed file system stores a large amount of datasets and also reduces the Map Reduce 

jobs by computing the clusters within the key pair values. HDFS stores files across a collection of servers in 

a cluster. Files are decomposed into blocks, and each block is written to more than one of the servers. 

HDFS ensures data availability by continuously monitoring the servers in a cluster and the blocks that they 

manage. The key pair values in Hadoop classified as Name key pair values and Data key pair values. 

Name key pair values will allocate a data request to data key pair values from the master to the workers. 

The Name key pair value monitors jobs through the Job Tracker process, and the name key pair values 

execute and track tasks through Task tracker. Name key pair value can be replicated to avoid single point 

failure. HDFS deliver inexpensive, reliable, and available file storage. But the major component of Hadoop 

is the parallel data processing system called Map Reduce.  

 

Hadoop Database for Proposed Method 
 

The database forms the basic part in the map reducing process. In our proposed method, the database is 

the various documents that are selected for performing the map reduce programming. The databases are 

selected such that the word document contains the more frequent words at regular interval so that the 

map reduce framework can be effectively performed. We extract the keywords from the documents and 

based on their frequency, the sets are formed. Then, we compute the relevancy between these keyword 

sets. Keyword-based relevancy measure relies on the idea that the content of a document can be 

characterized by a set of keywords that is a set of words expressing the most significant concepts in the 

respective document. The relevant measure devised contains two parts, where the first part is based on 

frequent keywords and the second part is based on the remaining keywords of the documents. 

 

1. Frequent keyword-based similarity: The motivation behind this approach is that the most significant 

words are likely to be referred repeatedly, or, at least, more frequently than unimportant words. In practice, 

the words that are frequently occurring in a document have more expressive power in the file. Based on 

this, we have designed a frequent keyword-based similarity measure that gives more importance to the 

frequent keywords rather than infrequent keyword. 

2. Keyword-based similarity: The relevant measure is not a best measure if it is only based on frequent 

keywords to categorize a web page. To overcome such a situation, we also incorporate keywords other 

than the frequent words for finding their suitable category. The importance of this keyword-based similarity 

measure is relatively less compared with the frequency based similarity measure.  

 

Map reduce Programming Models 
 

The Map Reduce programming model is usually used to develop a highly parallel application that process 

and generate a large amount of data. Map Reduce provides high scalability and reliability because of the 
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division of the work into smaller units. The data are mainly given to a master key pair value, which is 

responsible for managing the execution of applications in the cluster. After submitting a job, the master 

initializes the desired number of smaller tasks or units of work, and puts them to run on worker key pair 

values. First, during the map phase, key pair values read and apply the map function to a subset of the 

input data. The map's partial output is stored locally on each key pair value, and served to worker key pair 

values executing the reduce function. 

 

Map Reduce is extremely appropriate for huge data searching and processing operations. For traditional 

clusters, the model has shown excellent I/O features, which is apparent from its successful application in 

large-scale search applications by Google. Data in the Map Reduce framework are usually delineated in 

the form of key-value pairs <key, value>. The primary step of the computation is the map function where 

the framework reads input data and optionally changes it into proper key-value pairs. The second step 

which is the map phase, where on each pair <k, v> a function g which returns a multiset of new key-value 

pairs is applied. The function is expressed as below, 

                                           },,,,,,{),( 2211  nn vkvkvkvkg                  (1) 

Where k is the key and v is the value. In the reduce phase, all pairs that are generated in the preceding 

step are grouped according to their keys and their values are reduced using a function which is given by, 

                                                      vkvkvkvkh nn ,}),,,,,,({ 2211          (2) 

  

 

 

 

 

 

Fig. 1:  Map-Reducing Process.  

…………………………………………………………………………………………………………………………… 
 

The input dataset which is a document is first applied to the mapper, which generates the key value pair. 

Here the key is the document name and value is the document content. The same words and the number 

are grouped as a key-value pair and this is given to the reduce function. The reduce function, then obtains 

all the pairs of word with the same key and value and counts the number of pairs in the document and 

then reduces the count by considering the same key-value pair as a single one. Once the map reduces 

step is over next the data are stored in HDFS. When the program calls MapReduce function, the following 

sequence of actions occurs sequentially.  

 

The MapReduce function first splits the input files into a number of sections. Then it starts producing a 

number of copies of the program on cluster of key pair values. Among this, one is the master, which 

assigns the work to the remaining key pair value which is the workers. There are P map task and Q reduce 

task. The master splits the task to appropriate workers. The worker who is assigned each map task will 

read the content of the corresponding split input and generates the key/value pair for that input data and 

passes each to the Map function. Here we can optimize that key/pair value by employing GA. This can be 

described in the next section. The intermediate key/value pair produced by the Map function is then given 

to the memory for storage. The location is then passed to the master key pair value which then forwards 

this location to reduce workers. When the reduce workers get the location of the intermediate data output, 

it reads the entire intermediate data and based on the keys they are sorted such that data with the same 

key are collected into one group. The key and intermediate value set are passed by the workers to the 

Reduce function. The reduce function produces the final output of the Map Reduce model. This process 

continues until the entire map and reduce tasks are completed. After the completion of the process; the 

outputs are stored in the HDFS. The MapReduce program provides the way for better processing as it 

provides more resources to be available for storage. 

 

The various drawbacks that exist in the related works are being sorted out by our proposed method and 

based on our proposed algorithm better resource problem solving strategies are obtained. The advantages 

of our proposed algorithm include, 

 

• The Data involved in one Map/Reduce job is lesser. Hence lesser load on the buffers and better 

I/O. 

• Datasets of any size can be utilized provided there is space available on the HDFS. 

• Any number of datasets can be used given enough space on the HDFS. 

• MapReduce may be easier for users to adopt for simple or one-time processing tasks. 

 

EVOLUTIONARY ALGORITHMS 
 

Camel In 1975, John Holland introduced a new way to solve problems with computers: Genetic algorithms 

(GAs) [22]. The GA is a heuristic search technique that simulates the processes of natural selection and 

evolution. GAs tends to find good and novel solutions to hard problems in a reasonable amount of time. 

The selection, crossover, mutation and fitness functions are discussed below. 

 

Genetic Algorithm 
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Genetic algorithms are adaptive methods which may be used to solve search and optimization problems. 

They are based on the genetic processes of biological organisms. According to the principles of natural 

selection and survival of the fittest; natural populations are evolved in many generations. By simulating 

this process, genetic algorithms are able to use solutions to real world problems, if they have been suitably 

encoded. The genetic algorithm usually works as given below, 

 

Generation and Selection 
 

In genetic algorithm, a population is created with a group of individuals or chromosomes.  

         1320 ,,,,  nDDDDD    , 10  pNj  10  nk  (3) 

Here D represents the database with collection of key pair values. Among them we have to select the 

optimal one. The selection process decides which of the chromosomes from the population will be 

selected for crossover to create new chromosomes. This new chromosome will now include with the 

population to determine the next selection. The individuals with more fitness value will be selected. The 

selection is based on the fitness of the individuals.  

 

Pseudo code for chromosome generation: 

                                  function Chrom = Generate_Chrom(Psize) 

                                   Chrom =[]; 

                                   % Psize = 10; 

                                   for t1 = 1 : 10 

                                        Chrom =[Chrom ; randi([1,Psize])];                   

                                   end 

 

Crossover 
 

After selecting the individuals the next step is the crossover where two parents are made to mate each 

other. In crossover there are various types in which two point crossovers is more commonly used method. 

Here the offspring is produced by selecting two crossover point and the genes in between these two points 

are interchanged from the parents to form new offspring‟s. 

 

Pseudo code for Crossover: 

 

                                                 Function C = CrossOver (C, Psize) 

for t = 1 : size(C,1) 

                                                 %       tmp1 = C (t,1); 

                                                 %       tmp2 = C (t+1,1); 

                                                 %       C (t+1,1) =  randi([1,Psize]); 

                                                        C (t,1) =  randi([1,Psize]); 

                                                 end 

 

Mutation 
 

After crossover, new set of populations are produced. In order to provide individuality to each 

chromosome, mutation operation is performed where we replace any value with a new value to form a new 

individual. Among different types of crossovers, the two point crossover is selected with the crossover rate 

of CR.  

 

In the two point crossover, two points are selected on the parent chromosomes using the eqns. The genes 

in between the two point‟s c1 and c2 are interchanged between the parent chromosomes and so Np/2 

children chromosomes are obtained. The crossover point‟s c1 and c2 are determined as follows. 

                                                                  
3

)(

1

j

kD
c             (4) 

                                                                  
2

)(

12

j

kD
cc     (5) 

Pseudo code for Mutation: 

 

                                                       Function M = Mut(M,Psize) 

                                            r = randi([1 2],1); 

       for t = 1 : r 

                                            r1 = randi([1 size(M,2)],1) ; 

                                           M (t,r1) =randi([1,Psize]); 

                                                        End 

 

Fitness function 
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After mutation the fitness of each individual is founded and the individual with high Fitness values are 

selected as the final solution. In our proposed method, the genetic algorithm is used to find out the 

suitable key pair value for transmission. Here the key pair value is represented as the bit of chromosome. 

The [Fig. 2] shows flow diagram of genetic algorithm for our proposed method. Initially generate „N‟ 

number of chromosomes (key pair values). Next fitness for each of the individuals is calculated. In our 

proposed method the fitness value is calculated in relation to the distance between the key values. The 

key pair values with less distance are selected. Here a Euclidean distance from each key pair value to the 

next closest key pair values is calculated.  It is given by the expression, 

                                                            nmEFFitness d ,
min

1
)(                                (6) 

Where m and n are the source and the destination pair values respectively. 

 

Once fitness of the key pair values is calculated we proceed to next step in the genetic algorithm. Next is 

the selection process where the two chromosomes for crossover and mutation are selected. This selection 

is based on the fitness of the chromosome. More fit the chromosomes are more the chance for selection. 

There are various methods of selection in genetic algorithm. In our proposed method we use the roulette 

wheel selection method. The roulette wheel selection is used for selecting potentially useful solutions for 

recombination. In roulette wheel selection the chromosome with higher fitness value when compared to 

others are selected to form the new offspring‟s. The probability of selecting the „k‟th value is given  

by,                                                                                          





N

t

t

k
k

F

F
P

1

             (7) 

Where the total number of values,
 kP   is the probability of the „k‟th key pair value and kF  is the fitness 

of the „k‟th value. 

After selecting the solutions crossover and mutation are performed. In the proposed method we utilized 

two-point crossover method. Two points are selected in the parent chromosomes as R1 and R2 and the 

genes in between these two points are interchanged to form new offspring‟s. After the crossover operation, 

mutation is applied to the newly formed offspring‟s in order to make each individual independent of the 

other. After the mutation operation finally the fitness value of the newly formed individuals is calculated.  

By calculating the fitness value for each individual or key value pair, the values are analyzed and the key 

pair values with higher fitness values are selected as the most suitable key pair value for transmission. 

After selecting the optimal value, the map reducer process will be proceeded to get maximum resources. 

 

SIMULATION RESULTS  
 
A series of simulations are carried to evaluate the performance of the proposed GA to solve the resource 

allocation problems. In our experiment we have utilized the Hadoop map reduce in order to reduce the 

number of repetitions of the words for more than one time, so the resource memory can be utilized for 

more storage process. A large set of the databases is collected with different words and the key value pair 

for each line has to be found out. Here genetic algorithm is used to select the key value pair based on the 

fitness of the key value pair selected.  We have used certain database where different key value pairs are 

generated based on the number of repetitions of the words. The above key value pair is selected using the 

map reduce programming and these are based on the availability of the words in the database. Next the 

selection of the key value is done with the help of the genetic algorithm. The process of selecting the key 

value pair depend on the fitness of the selected pair. Here the fitness of the key value calculates base the 

number of times the key word appears in a specific line of the document database. In our experiment we 

have taken the above keywords as the key value pair and they showed to be fit for selection thus reducing 

the extra time required in the process of analyzing the document thus saving the resources in a better way 

when compared to other methods. 

 

It has been seen that our proposed method of map reduce using the genetic algorithm has shown a 

remarkable reduction in the execution time when compared to other existing method. The map reduces 

without using the genetic algorithm has shown that it takes more execution time when compared with our 

proposed method of map reduce using the genetic algorithm. Based on the parameters experimentally 

determined, the effect of data size, number of clusters, degree of cluster distinctness, degree of cluster 

asymmetry and level of data randomness at the execution time and clustering quality of the four fast 

clustering algorithms were evaluated empirically. A discrete event simulator has been developed to 

evaluate the transition time of the reconfiguration plan obtained by the reduced map approach with GA 

and the performance of the proposed algorithm in consolidating size of resources. 

 

Transition Time of the Reconfiguration Plan 
 

In the experiments, three types of resources are simulated: CPU, memory and I/O, and three types of VMs 

are created: CPU-intensive, Memory-intensive, and I/O intensive VMs. A Virtual cluster (VC) consists of the 

same type of VMs. For the CPU-intensive VMs, the required CPU utilization is selected from the range of 

[30%, 60%], while their memory and I/O utilization are selected from the range of [1%, 15%]. 
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The VMs are first generated in physical nodes according to the above method. A node is not fully utilized 

and will have a certain level of spare resource capacity. The service rate of requests of each VM is 

calculated using the performance model. The workload manager is used in the experiments. The arrival 

rate of the incoming requests for each VC is determined so that the VCs‟ QoS can be satisfied. The average 

execution time for each type of requests is set to be 5 seconds, and the QoS of each VC is defined as 90% 

of the requests‟ response time is no longer than 10 seconds. A VC‟s workload manager (LM) dispatches 

the requests to VMs, and therefore the request arrival rate for each VM can be determined. Then the 

developed GA is applied to consolidate VMs so that the spare resource capacity in nodes can converge to 

a smaller number of nodes. After the GA obtains the optimized system state, the reconfiguration plan is 

constructed to transfer the Cloud from the current state to the optimized one. 

 

The average time for deleting and creating a VM is 20 and 14 seconds, respectively. The migration time 

depends on the size of VM image and the number of active VMs in the mapping nodes. The migration time 

in our experiments is in the range of 10 to 32 seconds.  
 

 
 

 

 

 

 

 

 

 

Fig. 2:  The quantity of nodes saved as the GA progresses. 

…………………………………………………………………………………………………………………………… 
 

[Fig. 2] shows the number of nodes saved as the GA progresses. In the experiments in [Fig. 2], the number 

of nodes varies from 50 to 200. The experiments aim to investigate the time that the GA needs to find an 

optimized system state, and also investigate how many nodes the GA can save by converging spare 

resource capacities. The free capacity of each type of resource in the nodes is selected randomly from the 

range [10%, 30%] with the average of 20%. The number of the VMs in a physical node is 3. The number of 

the VCs in the system is 30. As can be observed from [Fig. 2], the percentage of nodes saved increases as 

the GA runs for longer, as to be expected. Further observations show that under all three cases, the 

number of nodes saved increases sharply after the GA starts running. It suggests the GA implemented in 

this paper is very effective in evolving optimized states. When the GA runs for longer, the increasing trend 

tides off. This is because that the VM-to node mapping and resource allocations calculated by the GA 

approaches the optimal solutions. Moreover, by observing the difference of the curve trends under a 

different number of nodes, it can be seen that as the number of nodes increases, it takes the proposed GA 

longer to approach the optimized state. 

 

 

 

 

 

 

 

 

 

 

Fig. 3:  The execution time of the proposed reconfigure GA algorithm for different number of nodes and VCs.  

…………………………………………………………………………………………………………………………… 
 

[Fig. 3] shows the time it takes for the proposed algorithm approach to find the optimal reconfiguration 

plan under a different number of nodes and different number of VCs. The optimized system states are 

computed by the GA. The average spare capacity in nodes is 15%. It can be seen from this figure that the 

time increases as the number of nodes increases and also as the number of VCs increases. When the 

number of nodes is 200 and the number of VCs is 4, the time is 450 seconds, which is unbearable in real 

systems. That is why a proposed approach is necessary to quickly find the sub-optimal reconfiguration plan 

for the large scale of systems. A GA is developed to compute the optimized system state and consolidate 

resources. The modified map reduce model is then developed to transfer the Cloud from the current state 

to the optimized one computed by the GA.  

 

Effect of Resource Data Size 
 

The parameters for the synthetic data generation program are summarized in [Table 1]. The default values 

of these parameters for synthetic resource data sets were n=3000, k=20, t=0.2, a=1, and r=1%. 

Depending on the type of experiment conducted, the respective parameter was varied, while the rest of 

parameters adopted their default values. For example, to evaluate the data size effect on the target 
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clustering algorithms, the parameter n took values from 500 to 7000, while default values were used for 

the rest of the parameters. 

Table 1: Parameters and default values for synthetic data generation 

 
Symbols Meanings Defaults 

n Number of resources in a cloud 
server 

3000 

k Number of clusters 20 

t Degree of cluster distinctness 0.2 

a Degree of cluster asymmetry 1 

r Level of data randomness 1% 

 

Synthetic data sets were generated for various data sizes, ranging from 500 to 7,000 (i.e., n=500, 1,000, 

2,000, …, 7,000). Remaining parameters received their default values, as defined in [Table 1]. [Fig. 4] 

shows the performance of the target clustering algorithms as a function of the data size.  
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Fig. 4: Effect of Resource data size. 

…………………………………………………………………………………………………………………………… 
 

As shown in [Fig. 4], PAM and CLARA slightly outperformed the others in terms of clustering quality when 

given only a small data size (i.e., fewer than 1,000).When the data size was increased, the clustering 

quality of the proposed algorithm degraded as compared to that of others. In terms of execution time, our 

proposed algorithm is more efficient than CLARA, CLARANS, GA and PAM when the data size was more 

than 3000 sec. As the data size increased, CLARA increased its execution time increased, but our 

proposed algorithm is a very good solution for the large resource data size communication between cloud 

servers.  

 

Table 2: Comparison of execution time of the proposed method using genetic algorithm and 

existing methods 
 
Resource Data 
size 

Execution time(sec) 

CLARANS CLARA GA PAM Proposed 
Algorithm 

1000 100 750 150 100 150 

2000 200 1200 500 600 300 

3000 500 1300 1000 1100 500 

4000 750 1450 1200 1250 450 

5000 1450 1500 1700 1750 750 

6000 1800 1750 2000 2300 1000 

7000 2500 1900 2300 2500 1400 

 

In the [Table 2], the execution time for the proposed and existing methods is shown. As it indicates, the 

execution time for the proposed method improved over time and this proved to be more effective when 

compared with the existing methods. Based on the execution time for different numbers of nodes the 

graph is plotted for comparing the performance of different algorithms which are used in map reduce 

programming. As shown in [Fig. 4], the execution time for our proposed method of map reducing using the 

genetic algorithm proved to be more reliable when compared to the other algorithms.  

 

CONCLUSION 
 

The Genetic algorithm, Partioning around Medoids, Clustering Large Applications, and Clustering large 

applications based on randomized search is discussed to solve resource problems in the cloud. Here we 
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employed a Map Reduce programming model for distributed parallel computing and execution of 

virtualization process which is used to detect non-sufficient reductions in the execution time and to detect 

the decrease in the computing time. The proposed method proved to be efficient, one when considering 

the outcome compared to other algorithms. The graph shows the execution time is reduced to a large 

instant when compared to the existing method. The simulation results confirm to be an efficient method in 

reducing the resource problems that occur in the cloud computing. Further enhancement can be done to 

reduce execution time for larger networks with the number of node and to testify the reliability and 

securability of the resource allocation where the execution time decreases considerably that enhances the 

horizon for further study.  
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